TechTarget

Special Report S

Cache Memory Basics

Cache memory is fast and it is expensive. Check out this quick
guide for an overview on some of the basic concepts surrounding
cache memory and best practices for leveraging cache memory
technologies.
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What is the Difference Between Cache Memory and RAM Cache?

One response to this question might be one of a real estate agent's old favorites:
“Location, location, location!” Cache memory is usually part of the central processing
unit, or part of a complex that includes the CPU and an adjacent chipset where memory
is used to hold data and instructions that are most frequently accessed by an executing
program -- usually from RAM-based memory locations. In the classic von Neumann
computer, the RAM was the “chalkboard” where processors did the math of a program.
Placing this data store closer to the processor itself -- so data requests and responses
didn’t have to traverse the motherboard bus -- reduced the wait time or latency
associated with processing and delivered better than average latency and faster chip
performance.

A RAM cache, by contrast, tends to include some permanent memory embedded on the
motherboard and memory modules that can be installed by the consumer into
dedicated slots or attachment locations. These memories are accessed via the
mainboard bus (channels or conduits etched into the motherboard that interconnect
different devices and chipsets). CPU cache memory operates between 10 to 100 times
faster than RAM, requiring only a few nanoseconds to respond to the CPU request. RAM
cache, of course, is much speedier in its response time than magnetic media, which
delivers /O at rates measured in milliseconds.

It should be noted that somewhat slower flash memory is now being used to provide an
additional cache at the magnetic media level -- on disk controllers -- in an effort to
change the latency characteristics of disk, especially as disks become more capacious
and access to data increases. Considerable ink has been spilled to suggest that flash -- or
solid-state disks -- will at some point in the future displace magnetic disks altogether as
a production storage medium.

How CPU Caching Speeds Processor Performance

The key processor specs are clock speed, number of cores and sizes of the level 1 and
level 2 caches. It's easy to see how clock speed and the number of cores affect CPU
performance, but what impact do level 1 and level 2 cache sizes have? Why is CPU
caching important?

A CPU typically has a much higher clock speed than the system bus. For example, my
computer has a clock speed higher than 3 GHz and a system bus speed of 400 MHz. This
means when the CPU needs to read data from the system's RAM, it must conform to the
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system bus speed, even though that speed is ridiculously slow compared to the CPU's
clock speed.

It's bad enough that a CPU has to spend so much time waiting on data to be read from
memory, but often the same data gets read multiple times as a program executes. If the
CPU did not have a cache, it would have to stop and wait for the data to be read each
time it was requested.

A CPU cache places a small amount of memory directly on the CPU. This memory is
much faster than the system RAM because it operates at the CPU's speed rather than
the system bus speed. The idea behind the cache is that chip makers assume that if data
has been requested once, there's a good chance it will be requested again. Placing the
data on the cache makes it accessible faster.

The reason for two CPU caches
Why not just create one large cache on a CPU instead of two small ones?

Using two small caches increases performance. The data requested most recently is
typically the data most likely to be needed again. Therefore, the CPU will always check
the level 1 cache first. If the requested data is found in the level 1 cache, there's no need
for the CPU to even bother checking the level 2 cache. This saves the CPU time because
it does not have to search through the majority of the cache memory. (What is cache
memory? Read a definition here.)

To further explain CPU caching, let's use the analogy of a library. The books in the library
represent data. The librarian represents the CPU.

If someone asks the librarian for a particular book, she must get up, go to the shelves,
find the requested book and bring it back to the person waiting for it. This takes some
time, and there are other people waiting on the librarian (just as there'd be other
instructions waiting on the CPU).

After the person reads the book and returns it, the librarian could put it back on the
shelves, but instead she decides to put it on a small shelf next to her desk. This small
shelf represents a level 1 cache. If another person were to ask for this book, the librarian
could just reach over and pull the book off the shelf rather than having to hunt for it on
the main shelves.

As more people return books, the shelf next to the librarian fills up. To make room for
more books, she moves books from the shelf next to her desk to a larger shelf a few
steps away. This shelf represents the level 2 cache. If someone asked the librarian for a


http://searchstorage.techtarget.com/definition/cache-memory
http://searchstorage.techtarget.com/definition/cache-memory

........................................................................................................................................................................................................

book on this shelf, it would take the librarian a bit of time to find it because she'd first
check the shelf next to her desk, then check the second shelf. Even so, it would still take
her less time to retrieve the book than if the book were located somewhere in the
library's main shelves.

As you can see, CPU caching is designed to keep recently (or frequently) requested data
in a place where it is easily accessible. This avoids the delay associated with reading data
from RAM.

Using RamMap and VMMap Tools to Troubleshoot Windows
Memory Issues

Troubleshooting Windows memory issues requires an in-depth understanding of the
operating system along with a working knowledge of how to utilize the Windows
Debugger or Performance Monitor. If you're trying to get details such as the kernel stack
size or driver memory consumption, you'll need intricate experience with debugger
commands and kernel data structures. Even the most veteran system administrator can
be challenged when peering into a process address space to determine private versus
shared memory utilization or heap size.

Fear not: RamMap and VMMap make troubleshooting memory issues easy. You can
download these free tools from the Sysinternals website. Both tools were written by
Mark Russinovich (writer of the Process Explorer and Notmyfault tools, and author of
Windows Internals) and Bryce Cogswell.

RamMap

RamMap is used to display system and process memory statistics and utilization. It
provides a summary tab called "Use Counts," which lists all the various system memory
regions such as paged and nonpaged pool, process private, shareable, driver space,
kernel stack, and mapped files. It also displays the amount of cache file space referred
to as Metafile.

All of these regions are then further categorized into the different types of physical
memory consumption such as active, standby, modified, transition, zeroed, free or bad.
Each of these columns can be sorted by clicking on the column header. All of these
terms are explained in Russinovich's Windows Internals book. As you can see in Figure 1,
the data is neatly presented in a graphical, tabular view:
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RamMap also reveals process memory utilization on the "Processes" tab. Here you will
find all the processes listed, along with their corresponding private memory utilization.
The data also includes any process memory that is occupying the standby or modified
page list, and the amount of memory used for page table entries.

Figure 2: RamMap Processes tab (click to enlarge)
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Another use for RamMap is to display the actual, physical memory usage, page by page,
identifying attributes such as the memory list, use, filename, process, virtual address
and pool tags. Each of these columns can be sorted and there is a filter feature which
allows you to selectively analyze the data.
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Finally, RamMap does an excellent job of revealing cached file activity and data. You can
use the "File Summary" and "File Details" tabs to drill down on the system file cache to
determine what is occupying the space. As seen in Figure 4, you can determine the file
path, the size it is occupying, and whether the corresponding memory is on the active,

standby, or modified page list.

Figure 4: RamM

ap File Summary tab (click to enlarge)
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VMMap

Up until now, we have seen how RamMap can reveal system and process memory
usage. If the memory issue you are troubleshooting appears to be related to a particular
process or application, it may be necessary to take a closer look by using VMMap.
VMMap is a process-oriented tool that allows you to view an existing process or trace a
new one and observe its memory usage in far greater detail than RamMap.

When VMMap launches, it prompts you to select an existing process you want to
investigate, or to start a new one. If you launch a new process, you will be able to trace
memory utilization such as heap and virtual allocations. In Figure 5 below, | selected the
communicator.exe process.
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Once the main window of VMMap is displayed, you can see the screen is divided into
sections. The top section is a graphical summary view of the process memory
consumption. It is divided into committed space, private bytes, and the working set. In
the middle portion of the screen, the memory utilization is categorized in terms of use
such as private data, shareable, image, mapped files and heap size. Finally, the lower
portion of the screen reveals for each virtual address what the corresponding page type
is, the size, amount of working set used, page protection, any blocks, and details of the

region. The color coding allows you to quickly see how much space a particular type of
memory is consuming.

VMMap provides two additional views of the process address space including a "strings"
view and a "fragmentation" view. The strings view allows you to search for any
character readable strings that are present in the address space. The fragmentation
view displays the process virtual address space in a color-coded fashion so you can see
the various allocations, their size, and how contiguous they are.
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