
most commonly deployed version, and it’s adequate for many applications
and environments. NFSv4 added performance and security improvements
and became a “stateful” protocol. New features in NFSv4.1 include sessions,
directory delegation and “Parallel NFS” (pNFS). pNFS was introduced to sup-
port clustered servers that allow parallel access to files across multiple
servers.

iSCSI
iSCSI provides the advantages of SAN storage while using an Ethernet 
networking infrastructure. iSCSI has tended to be deployed in small- and
medium-sized businesses (SMBs) because of its lower initial costs and
perceived simplicity, but it can scale up, especially with 10 GbE technology,
and is increasingly finding a place in larger enterprises.

Because iSCSI
runs over TCP/IP and
Ethernet, it can 
run on existing 
Ethernet networks,
although it’s recom-
mended that iSCSI
traffic be separated
from regular LAN
traffic. In theory, 
iSCSI can use any
speed of Ethernet;
however, the best
practice is to use 
gigabit Ethernet or
faster. Over the long-
term, iSCSI will be
able to use any of
the speeds on the
Ethernet roadmap,
such as 40 Gbps 
and 100 Gbps.

Virtualized server
environments can
take advantage of
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Some key storage networking terms:

10 GbE 10 Gigabit Ethernet

CNA Converged network adapter

DCB Data Center Bridging

FC Fibre Channel

FCoE Fibre Channel over Ethernet

HBA Host bus adapter

iSCSI Internet SCSI

MR-IOV Multi-Root I/O Virtualization

NAS Network-attached storage

NIC Network interface card

PCIe PCI Express

SAN Storage-area network

SAS Serial-attached SCSI

SATA Serial Advanced Technology Attachment

SR-IOV Single Root I/O Virtualization

Storage networking lingo

Solid-state is
mainstream

Virtual desktops
and storage

SSD status report

What’s new in
storage networks

Storage shops’
buying plans

Cloud services
data protection

VMware: New
storage vendor?

Smarter tiering

Sponsor
resources
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