
figure 3-1 the above-ground entrance to Bahnhof’s Data Center in stockholm, sweden. embedded 
100 ft. (30 m) underground in a former nuclear bunker, the Data Center retains its 
wartime codename, Pionen White Mountains. Images provided courtesy of Bahnhof.
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essentiAl detAils

orgAnizAtion:  Bahnhof

locAtion:  stockholm, sweden

online:  september 2008

notAble feAtures:  artificial daylight, greenhouses, waterfalls, and a 687 gallon (2,600 liter) saltwater fish 
tank. two Maybach diesel submarine engines used for standby power. 

time to design And build:  20 months

size:  10,764 sq. ft. (1,000 sq. m) total, with 5,382 sq. ft. (500 sq. m) of hosting space and  
2,153 sq. ft. (200 sq. m) for back-of-house systems. remaining space is for office and personnel areas.

it-usAble cAPAcity:  800 kW

tier:  not stated

cAbinet locAtions:  140

PoWer density:  5.7 kW average per cabinet, no specific maximum

infrAstructure delivery:  Cooling, structured cabling and electrical are delivered below a 3.3 foot (1 
meter) deep raised floor.

structurAl loAding:  403 lb. per sq. ft. (2 tons per sq. m)

fire suPPression system:  novec 1230
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is forgiven the urge to hum the theme music of their 
favorite science fiction movie. That’s because the 
Internet service provider purposefully designed its 
server environment to evoke the cinematic look and 
feel of Silent Running, Logan’s Run, and any number 
of James Bond movies.

A circular, glass-walled conference room with an 
image of the moon covering its floor overlooks the 
server area. Multi-colored lights showcase man-
made waterfalls and greenhouses. Second-hand 
diesel engines used in German submarines provide 

standby power for the facility. (A submarine sound-horn is installed near the engines and alarms in the event of 
a system malfunction.)

Cementing the other-worldly feel of this server environment is the fact that it resides in a former nuclear bunker 
about 100 ft. (30 m) below ground, sheltered behind 15.7 in. (40 cm) thick metal doors. Bahnhof has retained 
the site’s Cold War codename, Pionen White Mountains, and a few of its trappings. ‘These doors should be 
locked at DEFCON1’ reads a placard near the entrance.

The Bahnhof Data Center is a truly one-of-a-kind facility that took shape thanks to a clear design vision, 
judicious use of explosives, and a strong desire to build something out of the ordinary.

Jon Karlung, founder and chairman of the board of Bahnhof, discusses the challenges of building an 
underground server environment and the value that his Data Center’s cinematic features provide.

the interview

What made you choose a bunker as an ideal location for a  
Data Center?

There were several reasons for it, but the primary one I think (is that) we had built 
five Data Centers and most of them were built in traditional environments—old 
warehouse redesigns and old office building redesigns—and we wanted to do 
something different.
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We are geologically in a very stable area. Most parts of Sweden are built on 
granite. The mountain, the stone is solid rock and it’s 2 billion years old. It’s one 
of possibly the earth’s oldest and most stable from a geological perspective.

There are fortresses and stuff from those days of the Cold War and I looked 
through most of them. I think I was in 40 different spots. Most of them were too 
small or scrapped or used for something else, but this facility was still there. We 
were very lucky to get hold of it.

If you work with computers, you realize that the threat to operational computers 
is not too much. The physical protection, okay, it must be there of course. It must 
be there, but now we have a mountain defined originally to (withstand) well not 
a hydrogen bomb outside the door but at least a hit somewhere in Stockholm and 
the computers probably survive even if people may not.

The place was very big and it was also located very central in Stockholm. Our 
competitors, and many Data Centers, are often located way outside the inner city 
urban area because they can be built in a larger complex outside for a cheaper 
price. But, you see, many computer consultants they live in the town. They don’t 
want to travel far away to look at their boxes. It’s nice to have them conveniently 
close to the city, actually. Of course it’s very hard to find a great, cheap space 
where you can build a Data Center in this urban city but with one exception and 
that is these caves because nobody can use them for something else.

Sometimes they have been used as garages, but (at this site) the entrance was too 
narrow so it was impossible to build something like that. I would say it was a 
clear benefit that the space was so centrally located and that gave us an advantage 
against our competitors. Our clients can easily access the computers and after they 
have accessed it they are in the main city area.

“It’s very hard to find a great, cheap space where you can build a 
Data Center in this urban city but with one exception and that is 
these caves...”
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figure 3-2 the Bahnhof Data Center’s network operations Center (noC). artificial daylight, 
greenhouses, and even a saltwater aquarium have been installed to avoid the impersonal 
feel of many conventional Data Centers. 

The second reason:  of course, the physical protection was also great. As you 
know, when you work with a computer center, it might not be of that huge 
importance. Most errors in my work are basically caused by humans. Human 
error—that is the most frequent. Mistakes in configurations and whatever can 
make your environment go down. Not from some kind of big trouble with the 
physical protection.

But that doesn’t matter because the clients they like what they see. From a 
marketing perspective, they’ll of course appreciate that they feel secure. Even if I 
know that humans are more cause of problems than the physical location. They 
appreciate the solid feeling of the rock. The solid feeling of the rock gives us an 
advantage compared to a conventional center.
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The third thing was a combination. It was fun to do it. It is like playing. The fun-
ness of it also brought us an advantage in marketing. I mean, I speak to you now 
and we have had a lot of magazines and footage from different media channels 
covering it. And of course that has given us invaluable access from a marketing 
perspective. If I had to spend the amount of money on advertising it would 
have been impossible. Now we have all of this, if not for free, it has given us an 
advantage from the marketing perspective.

The style we chose, that was about the fun-ness of it. It’s a French architect who 
has been responsible for the design, but he has been working very close to us and 
we have discussed ideas.

The great inspiration has been one-part James Bond and one part Star Trek or 
science fiction movies and stuff like that. That has been an inspiration source 
to do it like this. The only thing that is missing, I was considering a white cat 
with long hair, like the character in James Bond, that Blofeld guy (Ernst Stavro 
Blofeld), and sitting in our conference room in glass and have this cat. We have 
plants, but no pets right now.

figure 3-3 a circular, glass-walled conference room overlooks the Bahnhof Data Center’s  
server rows. 
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it. Did you have a sense when you were designing the Data Center that 
it would be so attention-grabbing?

Absolutely. There is something magical about caves. I don’t know what it is but 
people are sucked in to the facility and immediately like it. Even when we were at 
a very early stage.

We defined it completely from the beginning.

We have blown out 4,000 cu. m (141,300 cu. ft.) of stone additionally, on what 
it was before, with dynamite. We were building it for almost for 2 years. The 
neighbors in the area were not so happy from time to time from this dynamite. 
Once accidentally there was an explosion and the coverage from the front door 
was not enough so a small piece of stone penetrated a car outside the entrance. 
Luckily there were no people there and nobody was harmed.

When we had it very early people were very interested in it and they wanted to 
come and see it and looked. Right now we have delegations from companies 
and universities and interesting parts. And our policy has always been to be very 
open about it. We invite people and we have meetings and visit the facilities—
not where we have the servers, in that space, but in the other parts of the facility 
where you can see it very well.

how long overall did it take to design and build the Data Center?

Maybe two and a half years from the start. We hadn’t built a Data Center in solid 
rock before and this was so different. It depends upon where you build it. If it’s 
in a warehouse it takes a certain amount of time but this was so special. It took us 
about twice as long as we foresee from the start.

This was a success. It has been a commercial success and it’s a success from a 
design point (of view), from all angles, actually. Even so, I’m not sure if I had 
another opportunity to build a similar Data Center again I don’t know if I would 
do it because it was so tiresome to remove all this stone, and it was a risky project. 
It could have gone wrong. There could have been problems with water from the 
groundwater. There could have been different types of problems. It is cool and it 
has been a success both technically and commercially but it was a lot of work to 
do it.
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I remember when I presented it (the proposal) to the bank, when we had some 
investment loans to carry some of the initial investment, and I told them that we 
were going to build a James Bond fortress in the mountain. This is long after the 
dot-com time. It might have sounded like a dot-com project.

Well, it turned out good and we had investments that are not huge. We kept a 
very tight budget so it was built with very little money, actually. We put in mostly 
our own work and found solutions ourselves to do it.

figure 3-4 
solid rock 
surrounds the 
server cabinets 
within the Bahnhof 
Data Center.
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space is a major challenge. Were there other challenges specific to 
this site or the fact that you were building it underground?

Each problem was very unique. If you have built several Data Centers in 
conventional spaces you know basically what problems there are and what you 
have to do. But with this every day was a new one.

I was worried that big huge blocks of stone might be loose and just fall down, but 
it was not the case. It was really solid. We had some at the entrance we modified 
something and when we blew up the space after that we added cement just to 
fixate some of the rocks at the entrance.

I was talking about that before, it was built in the urban city area. People were 
sleeping and living very close by. It was not a business-to-business area. There was 
a church above us. I was worrying that (someone from) the church might call me 
and say ‘Well, we have to tell you that the church has fallen to pieces’ and that 
would not be so good. That was my nightmare, but it didn’t happen.

We actually had measuring equipment placed on the buildings outside just to see 
if there were any troubles caused by the dynamite, but it turned out alright and 
we didn’t encounter any such problems.

The area where the Data Center is located, about 30 meters (98.4 feet) above us, 
we have these old, 18th-century wooden houses. So it’s a big contrast, we have 
this fortress in the mountain and then you have these small wooden houses. It’s a 
cultural park, a preserved area for older, traditional Swedish houses and then we 
have this big church also. We have this contrast with the high high tech, science 
fiction facility and the old environment outside.

I imagine it was difficult just bringing some of the traditional Data 
Center infrastructure technology below ground, even once you had the 
space cleared out the way you wanted it.

Yes. We lowered the floor 2 meters (6.6 feet) almost, to make the room have 
better airflow. I would say the actual computers they are based on traditional level 
floor cooling where they blow up cooling from the floor and into the cabinets. I 
know there are different technologies today, but our clients are mostly co-location 
customers. They come with different boxes of all types and they want access to  
all types.
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It’s very hard to build individual coolness in individual cabinets unless you know 
exactly what type of computers or configurations people are using. When you’re 
doing open co-location space it must be very flexible. We have clients even with 
old power models, God forbid, but that is the case. And the client is always right. 
Then it has shown the most convenient way to do it is to have this level floor 
cooling model.

In all other aspects it’s a conventional Data Center from a technology perspective. 
We have great redundancy. The network is coming in from three different places. 
The electrical power is also coming in from different places. The unique stuff is 
the atmosphere and the protection it gets from the mountain.

At the early stage we discussed the use of some kind of geothermal cooling:  you 
drill into the mountain and bring up coolness from the ground. This turned out 
to be insufficient, we have too much energy. We investigated that but I was told 
we would have had to drill under several hundreds of homes and it would have 
been of effect for a limited time span. Sooner or later we would eventually warm 
up the entire mountain and then (the geothermal cooling) would have no effect. 
So we decided to use the outside air cooling instead. One advantage in Sweden 
is that the climate is colder, so we can very often use the outdoor temperatures in 
the cooling system. We use conventional cooling also but using free cooling from 
the outside air.

figure 3-5 
the 
underground 
Data Center 
incorporates 
outside air 
cooling rather 
than geothermal 
cooling, to avoid 
warming the 
mountain that 
surrounds it. 
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outside air, with the Data Center being embedded in a mountain 
rather than in a conventional space?

There was no problem in that. It was built to have air in it in the beginning 
because it was built for people. There is a ventilation shaft going up, on top of the 
mountain where we bring in the ventilation for breathing. It’s very clean air. It’s 
fresh air in most parts of Stockholm, but it is exceptionally good because it’s very 
high up also. We have very good air inside there.

Right now there are 15 people working there. It’s our NOC, basically, the 
network operations center for our Internet telecom operator. We have been there 
in an operational sense since it opened in 2008. We have no problems.

There are plants there, also. We had to bring some organic feel into it. If you are 
forcing people to sit in the mountain you must have something that humans like. 
And that is plants and we have a big fish tank, about 2,500 liters (660.4 gallons) 
I believe, with saltwater fish. We tried to simulate daylight, stuff like that. It’s very 
much built for people.

Did you know from the beginning that you wanted to have those sort of 
features in a facility or did that come later?

Definitely. That was initially planned. They were in the budget from the 
beginning. It was a strategic decision very early. We decided that this should be a 
nice James Bond fortress and if you have a James Bond fortress you should have a 
fish tank.

We originally were planning to have piranha—you know, the little fishes that eat 
meat. But I was told that they are so boring. They just stand still and are not so 
colorful. So we decided for saltwater fish and colorful instead. And, the plants, 
I think it was a science fiction movie Silent Running, something from the early 
’70s, where we had these space stations with greenhouses floating around in outer 
space. This was the original idea. Everything was defined with this in mind. It was 
not added on later. It was the idea to have all this from the beginning.
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figure 3-6 artificial waterfalls within the Bahnhof Data Center. 

It’s impossible to argue with the logic that if you’re going to have 
a James Bond villain lair you should try to include fish tanks with 
piranha in them. that’s certainly consistent. You mentioned the raised 
floor system for the delivery of cooling. Is the Data Center’s power and 
cabling infrastructure delivered under the floor as well?

Yes, that is under the floor. That is why we lowered the floor so much, to give 
us additional space. I know that you can have it above, but aesthetically we 
didn’t want to have too much stuff (visible). It should be clean and look science 
fiction-properly. That is why we decided to have them under the floor. It is a 
higher (deeper) space than normally so this gives good airflow flowing in. I know 
sometimes you get problems with the cables under (a raised floor) because they 
can hinder the airflow, but this didn’t happen. The raised floor is definitely higher 
than in our conventional Data Centers.
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anything that you would do differently?

Maybe blow out more space. Because now we have all of the cabinets are almost 
gone (occupied) now. We should have made it bigger. That was the mistake. It 
was a matter of cost, also.

Second, maybe even add even more (features). I designed with the plants and 
stuff like that, but we scrapped other ideas. With the ventilation shaft there 
was a possibility to build an elevator, and I was considering to have something 
like a Batman elevator (with Bat-poles) going in to the cave from the top of the 
mountain, but it was too expensive. Given the chance again I would definitely 
add the Batman elevator to the facility.

We were also considering a small railway from the entrance down to the center, 
but it was too complicated. Given the chance again I would add something more 
like that. And my recommendation for guys building computer centers is (to 
understand) that people like this kind of stuff. Even if you don’t have a cave you 
should definitely consider adding stuff that gives some kind of human touch or a 
feeling or atmosphere for the facility because computer centers can be so boring.

Many of our customers, it’s included in our offering, they can bring their own 
clients and can have presentations (at the site). It’s a great facility to have a 
presentation if you have some kind of new website or project to present. The 
clients appreciate having meetings in this kind of environment. That enhances 
their experience and gives them great value for placing their servers and 
applications here.

“I presented to the bank...and I told them that we were going to 
build a James Bond fortress in the mountain.”
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figure 3-7 two Maybach diesel submarine engines, complete with accompanying sound-horn, 
provide standby power for the Data Center. 
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entertain the idea of putting a greenhouse or these other features in 
their Data Center. For the amenities that you have installed, do you 
think these are universal in that anyone who puts them in to their 
Data Center would see a benefit or are they useful at your site solely 
because you decided to have a theme?

Let’s face it. Data Centers have been built by technicians for technicians but 
sometimes we have forgotten about the human touch and to give some style on 
something. I think you have to add that.

I don’t say that you should have to build a fortress in this special style in a 
mountain that we have done. But if you have a conventional center you can 
always enhance your experience by playing around with stuff and doing it 
differently. Something that gives it a unique feeling. That is often neglected. 
People spend a lot of money on traditional marketing, but just by giving these 
small items you can bring a lot of extra value. And many of the clients appreciate 
it, too. From that point of view it’s definitely worth it to invest and give that. 
Especially if you want people to work in the Data Center. People are more 
productive and happy if their environments are nice than if you are working in a 
boring space.

Do you have plans for any future Data Center buildouts—for any other 
Bond villain lairs if you will?

Yes. We are working on a concept with modular Data Centers. The idea sprang 
from that fact that if you build in a mountain you realize that the mountain 
it is very hard to expand in space. Once the space is finished you have to do 
something else. So, I would like to build Data Centers in modules where you can 
have module after module after module when you need more space.
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With those modules, are you also going to put in any interesting 
features?

Absolutely. Absolutely. I’m considering building a space theme. Imagine a space 
station on Mars or something like that, with modular tents and very scaled 
design. It should be defined.

If you consider the Swedish products like the Absolut vodka bottle. We can 
always say that the bottle is a bottle. But if you add some design and add some 
concept with it it enhances the experience. It’s the same. If I say ‘We are going to 
build modules’ people will believe it’s containers, but it’s not containers. They will 
be designed differently and they will for sure give the fun factor we are looking 
for.

I have gotten a lot of publicity for this project. A mountain is a mountain, so 
maybe that is hard to top in terms of the atmosphere. But we will give our best to 
do it.

any final advice that you would offer to others who work on Data 
Center design projects in the future?

I think you should give the human factor a great thought. Computer centers 
should be built for humans and for their clients. Most often you focus a lot on 
the technological aspects but you forget about the humans who are going to work 
there. Also, giving this design you add an experience for the client. That is very 
often forgotten in these type of projects. Bring a human touch to the computer 
center, that’s my advice.
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figure 3-8 the Bahnhof Data Center’s electrical room.

figure 3-9  
the reception 
area at the 
Bahnhof Data 
Center.
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figure 3-11  
the Bahnhof Data Center’s fire suppression system features a gaseous suppressant.

figure 3-10 
greenery is planted in 
the network operations 
Center (noC) to make 
the environment more 
comfortable for employees 
to work in.




