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Information Security Threats and Risk

INTRODUCTION

Information Security Risk

This book is about estimating the vulnerability to unauthorized access to information by 
individuals with malicious intent. Attack scenarios range from simple visual observations 
of white boards or computer monitors and conversation overhears to sophisticated compro-
mises of radiating electromagnetic signals. Many of these scenarios can be modeled using 
well-established physical principles that provide insights into the magnitude of the vulner-
ability to information security threats.

Such estimates may appear straightforward, but there are many scenarios of concern and 
the spectrum of vulnerabilities is broad. This is evident from the following examples:

•	 electromagnetic	signals	leaking	from	a	computer	located	in	a	country	known	to	sponsor	
information security attacks against foreign companies;

•	 a	wireless	network	in	the	vicinity	of	a	drive-by	hacker	with	one	of	the	network	access	
points promiscuously radiating signal energy to the street;

•	 sensitive	conversations	that	can	be	overheard	by	occupants	of	another	floor	in	a	
multitenant office building;

•	 white	boards,	keyboards,	and	computer	monitor	screens	in	the	direct	line-of-sight	of	
distant buildings;

•	 employees	informally	conversing	on	a	company	balcony	while	surrounded	by	properties	
of unknown control/ownership;

•	 information	technology	(IT)	networks	and	systems	that	communicate	via	the	Internet.

Traditional texts on information security and indeed most organizations often focus on the 
last	bullet.	In	fact,	entire	departments	are	routinely	dedicated	to	network	security.	It	is	no	se-
cret	that	the	exploitation	of	IT	vulnerabilities	has	increased	in	recent	years,	and	the	criticality	
of	IT	infrastructure	demands	a	disproportionate	share	of	attention.	As	a	consequence,	other	
attack vectors have been ignored despite the fact that they may be simpler to execute and 
could	have	equally	significant	impact.

The	historical	evidence	suggests	that	IT	risk	deserve	special	attention.	But	despite	that	at-
tention, traditional security risk management strategies have arguably been less than effective. 
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notably,	these	strategies	include	numerous	and	varied	security	controls.	In	fact,	there	is	often	
an	abundance	of	IT	security	data	derived	from	these	controls.	But	it	is	not	clear	such	data	are	
yielding insights into risk on a strategic level.

Indeed,	IT	risk	managers	are	sometimes	overwhelmed	with	data	that	are	intended	to	iden-
tify	the	risk	of	information	loss.	But	such	data	are	traditionally	used	in	support	of	tactical	re-
mediation efforts. Problems often recur because such remedies are inherently narrow in scope. 
Sometimes this abundance of data actually blinds organizations to the most significant risk 
factors for information compromise, which include business practices, security governance, 
physical security of information assets, and user behavior in addition to poor or inappropriate 
IT	implementation.

One phenomenon that contributes to the ineffectiveness of current security strategies is the 
difficulty	in	quantifying	IT	risk.	Why	is	this	so	difficult?	The	reasons	are	threefold:

•	 IT	security	incidents	typically	result	from	the	confluence	of	related	issues.	The	
contributions of each issue can vary and it can be difficult to assess their relative 
magnitudes.

•	 robust	statistics	on	actual	IT	incidents	are	either	nonexistent	or	not	particularly	helpful	in	
assessing risk.

•	 Controlled	experiments	to	determine	the	effectiveness	of	risk	mitigation	in	IT	
environments are difficult to conduct.

The	result	is	an	absence	of	useful	models	pertaining	to	IT	risk.	so	it	is	not	easy	to	rigorously	
confirm the effectiveness of a particular security strategy.

The	problem	is	exacerbated	by	the	fact	that	IT	protocols	and	systems	have	antagonistic	ob-
jectives: ensuring data security and facilitating communication. To be sure, facilitating com-
munication	invites	risk.	In	fact,	the	very	existence	of	a	network	is	a	risk	factor	for	information	
compromise.	despite	continued	efforts	to	ensure	data	security,	these	technologies	spawn	new	
vulnerabilities	each	day.	The	popularity	of	the	Internet	in	conjunction	with	well-advertised	
attacks on systems drives the nearly singular focus on technology as both the culprit and the 
cure for information security ills.

Information	security	risk	scenarios	can	admittedly	be	complex	with	interrelated	elements.	
In	many	cases	this	complexity	precludes	the	formulation	of	reliable	risk	models.	Finally,	the	
diversity of attackers and their respective motives makes precise statements on the likelihood 
of a future incident difficult if not impossible.

Information Security in a Routine Business Scenario

The following example illustrates the variety of information security issues that are rel-
evant	to	even	routine	business	scenarios.	Consider	an	everyday	meeting	between	individuals	
in a conference room. This event is likely repeated thousands of times each day around the 
world.	meeting	attendees	use	the	gifts	provided	by	mother	nature	to	generate,	detect,	and	
process acoustic energy in the form of speech.

What	 is	 the	 level	 of	 assurance	 that	 the	 acoustic	 energy	 will	 be	 confined	 to	 that	 confer-
ence	room	and	not	be	overheard	by	individuals	in	other	parts	of	the	building?	For	example,	
acoustic energy propagating within the conference room might couple to building structural 
elements	and	be	heard	by	individuals	in	an	adjoining	room	or	even	another	floor.
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Moreover, if the conference room contains a device that enables individuals in remote lo-
cations to join the meeting, for example, devices manufactured by Polycom, the information 
security risk profile clearly changes. Telephones and telephone-enabled technologies are used 
to intentionally transmit acoustic energy beyond a particular room. Many of these devices 
are	Internet	Protocol	(IP)–based,	and	are	therefore	potentially	vulnerable	to	network-based	
attacks.

Any electronic device that transmits audible information must first convert acoustic energy 
into electromagnetic energy pursuant to long-distance transmission. The electromagnetic en-
ergy is transmitted via physical channels such as wire, optical fiber, and/or the atmosphere. 
however,	a	conversion	to	electromagnetic	energy	certainly	does	not	confer	immunity	from	
signal	compromise,	but	it	does	change	the	methods	required	to	implement	an	attack.

Suppose further that a conference room targeted by an attacker contains a computer. The 
meeting organizer is using the computer to display confidential material to attendees in the 
room	via	a	large	monitor.	he	or	she	is	also	sending	a	PowerPoint	presentation	to	remote	at-
tendees	via	the	Internet.	The	computer	is	therefore	being	used	to	share	the	information	with	
unseen audiences around the world. Visible displays of the presentation and electronic trans-
missions	of	data	via	the	Internet	offer	adversaries	a	variety	of	attack	vectors	especially	if	an	
attacker owns the local communications infrastructure.

In	addition,	 the	conference	room	might	be	viewable	 to	passers-by	 in	 the	office	hallway.	
Many modern conference rooms resemble large fishbowls that are located in well-trafficked 
office areas. These scenarios would provide opportunities for discreet information compro-
mises.	 In	 addition,	 the	 same	 image	 that	 simultaneously	 appears	 on	 monitors	 around	 the	
world might be visible to passers-by in those distant venues as well.

White	 boards	 and	 computer	 monitors	 frequently	 display	 images	 within	 the	 direct	 line-
of-sight of other buildings.1 Such images can be viewed from significant distances with rela-
tively	 inexpensive	 equipment.	 even	 reflected	 images	 can	 be	 viewed	 in	 this	 manner	 given	
the appropriate physical conditions. Moreover, remote observation of visible information is 
much simpler than a network attack yet can yield information of comparable value.

This section concludes by asking the reader to now consider how the risk profile for the 
conference room scenario might change if someone with malicious intent had physical access 
to that room prior to a meeting. Many of the standard information security controls used to 
protect	 information	would	be	undermined.	The	consequence	is	 that	now	physical	security	
controls could play an outsized role in ensuring information assets are secure from so-called 
“insider”	threats.	This	scenario	is	an	excellent	example	of	the	confluence	of	physical	and	in-
formation security risk, a recurring theme in this text.

Vulnerability to Signal Detection

Although	 quantitative	 estimates	 of	 information	 security	 risk	 are	 often	 desired,	 certain	
security	scenarios	are	more	amenable	to	such	analyses	than	others.	In	particular,	signal	en-
ergy that is either intentionally or unintentionally radiated obeys well-known physical laws 

1A	visible	image	results	from	the	reflection	or	direct	transmission	of	energy	within	the	visible	portion	of	the	
electromagnetic	spectrum.	The	intensity	of	background	light,	which	lowers	the	contrast	required	to	discern	
individual symbols, constitutes noise in this context.
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that	are	formulated	in	terms	of	risk	factors	such	as	distance	and	time.	Characterizing	a	threat	
in	terms	of	these	risk	factors	forms	the	basis	for	a	quantitative	model	of	vulnerability.

Let us be more specific about what is meant by a signal. A signal is a form of energy that is 
changed	or	“modulated”	and	thereby	encoded	with	information.	In	other	words,	the	process	of	
modulation results in the transformation of mere energy into energy with information content.2 
A	rigorous	definition	of	energy	is	provided	in	Chapter	3.	For	now	it	is	enough	to	know	that	both	
modulated and unmodulated energy obey the laws of physics. And it is modulated energy that 
is the target of attackers, and therefore provides the impetus to implement security controls.

Critical	issues	in	estimating	the	vulnerability	to	signal	compromise	are	the	sources	of	am-
bient noise or interference and the physics of energy propagation within materials. Signals 
exist	as	either	mechanical	or	electromagnetic	energy,	and	each	behaves	quite	differently	de-
pending	on	the	material	in	which	they	propagate.	The	nature	of	these	energy–matter	inter-
actions significantly affects the vulnerability to audible, visible, and electromagnetic signal 
compromises.

environmental	features	in	the	path	of	propagation	will	affect	the	signal	intensity	and	there-
by	impose	detection	limits	as	a	function	of	distance.	developing	a	model	for	signal	propaga-
tion that accounts for all risk-relevant features, that is, the risk factors, is critical to under-
standing the vulnerability component of risk for a given threat.

The physical nature of signals suggests that they should be detectable by some type of sen-
sor.	Furthermore,	it	would	be	reasonable	to	assume	that	these	sensors	are	designed	to	detect	
specific	forms	of	energy.	In	fact,	it	is	the	signal	intensity	that	evokes	a	response	by	the	sensor.	
Therefore the signal intensity in conjunction with the noise intensity is almost always the key 
to successfully estimating the vulnerability to information loss.

An attacker with physical proximity to a signal source could potentially detect and recon-
struct that signal assuming the signal power is sufficiently greater than the ambient noise 
power within the signal bandwidth.3 Moreover, signal energy is inherently promiscuous, and 
is agnostic to the identity of the individual attempting to detect it.

For	example,	if	a	Wi-Fi	network	is	used	to	access	the	Internet,	the	signal	is	vulnerable	to	
detection by both authorized users and	an	attacker	sniffing	for	network	traffic.	A	Wi-Fi	signal	
carries risk if it is assumed to be undetectable in areas outside an organization’s physical span 
of control and this assumption is part of a defensive strategy.

Although	strong	encryption	(eg,	WPA2-Psk)	is	now	incorporated	into	the	802.11	wireless	
protocols	 to	 address	 this	 vulnerability,	 weaker	 forms	 of	 encryption	 are	 still	 prevalent	 (eg,	
WeP).	In	one	ethical	hacking	exercise,	my	company	exploited	this	exact	vulnerability	to	gain	
access	to	a	corporate	network.	In	addition,	unauthorized	users	can	use	other	techniques	to	

2This	statement	is	admittedly	ambiguous	due	to	differences	in	the	meaning	of	“information.”	The	colloquial	
use of the term refers to any data that convey meaning. The information theoretic interpretation, which will be 
investigated	more	thoroughly	in	Chapter	6,	is	the	uncertainty	or	diversity	associated	with	an	alphabet	or	source	of	
symbols.	To	illustrate	the	distinction,	if	I	have	a	digital	transmitter	broadcasting	all	1’s,	this	is	information	in	the	
colloquial	sense.	But	the	signal	conveys	no	information	in	the	information	theoretic	sense	as	explained	in	the	same	
chapter.	however,	either	interpretation	works	in	this	context	if	it	is	specified	that	modulation	creates	“content”	
rather than information.
3The	effect	of	encryption	is	neglected	here,	which	will	not	influence	signal	detection	but	is	designed	to	thwart	
signal reconstruction if detected.
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spoof the system and thereby connect to the network. Signal detection is a necessary precursor 
to signal reconstruction, so awareness of the risk factors that affect the vulnerability to detec-
tion should be top of mind.

Although	quantitative	estimates	of	vulnerability	are	useful,	understanding	the	parameters	
that affect signal propagation at a high level is often sufficient. Qualitative insights can en-
able the identification of relevant security controls and thereby inform a risk management 
strategy.	For	those	interested	in	more	detail,	references	that	offer	more	complete	treatments	of	
specific topics on security risk are provided throughout this text.

Assessing the Root Causes of Information Security Risk

A	comprehensive	assessment	of	the	vulnerability	to	information	compromise	requires	vis-
ibility into the root causes of information security risk. To that end, most texts on information 
security	focus	on	technology	when	identifying	issues	requiring	remediation.

An exclusive focus on technology ignores organizational issues that drive information se-
curity	 risk	but	are	manifest	as	 technology	problems.	 In	 fact	and	as	noted	earlier,	a	virtual	
avalanche of information is generated by security technology controls. These controls can be 
effective in identifying tactical issues but the broader risk associated with security data so 
derived can be difficult to interpret pursuant to identifying systemic security problems.

Specifically and as mentioned previously, the principal sources of information security 
vulnerabilities in organizations are as follows:

•	 business	practices
•	 a	lack	of	security	governance
•	 IT	implementation
•	 the	physical	security	of	information	assets
•	 user	behavior

Business	practices	are	inexorably	linked	to	the	organizational	culture	where	the	former	is	a	
by-product	of	the	latter.	In	fact,	it	is	not	an	exaggeration	to	say	that	the	culture	establishes	the	
security	posture	in	any	organization,	and	reflects	the	outcome	of	the	security–convenience	
dialectic that is being played out every day.

A lack of security governance is arguably driven by organizational culture as well. A lax 
approach to developing and enforcing information security policy follows from a culture 
of	permissiveness	or	where	creativity	 is	encouraged	on	every	level.	 In	particular,	a	 lack	of	
well-designed security policies and standards correlates with a proliferation of information 
security vulnerabilities.

Although	the	previous	discussion	might	seem	to	suggest	otherwise,	IT	implementation	is	
clearly a source of risk factors for information compromise. Poor implementation of technolo-
gies used to store, process, and/or transmit confidential information contributes to the over-
all risk profile of an organization, and must be addressed on both a tactical and a strategic 
level, but not to the exclusion of other sources of risk.

User behavior is deserving of scrutiny in identifying root causes of information security 
risk. User behavior in this context includes the history of websites visited, electronic access 
privileges	 (eg,	 Windows	 user,	 local	 administrator,	 domain	 administrator),	 physical	 access	
system privileges, history of internal resources accessed, and password complexity.
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A user risk profile consisting of these risk factors enables a relative risk ranking of users, 
and thereby focuses monitoring and/or remediation efforts. Moreover, security perspectives 
at both the user and the device level provide a multidimensional view of risk, and thereby 
facilitate more effective risk management strategies.

The Physical Security of Information Assets

The physical security of information assets is relevant to the threat of information com-
promise and therefore represents an important source of vulnerabilities. Understanding the 
risk profile of data centers is particularly germane given the concentration of assets therein. 
The	risk	is	driven	principally	by	the	use	of	virtualization	and	the	related	trend	in	using	Cloud	
storage and computing resources.

Physical security is an area often neglected in traditional treatments of information secu-
rity. This is unfortunate since the physical security strategy in data centers greatly affects the 
overall information security risk profile. The most obvious implication of a breakdown in a 
physical security device is that it increases the vulnerability of specific information assets to 
compromise.	If	that	device	malfunctions	due	to	equipment	failure	or	a	network	attack,	those	
assets are less protected and therefore at an increased vulnerability to compromise.

In	fact,	physical	security	technologies	can	themselves	be	a	vector	for	network	attacks	since	
most	of	these	devices	are	IP-enabled	and	communicate	via	a	local	area	network	and/or	the	
Internet.	 If	a	digital	video	recorder,	network	video	recorder,	card	reader,	or	CCTV	camera	
itself was compromised via an attack against its operating system or firmware, it could jeop-
ardize that specific device as well as the network at large. The emphasis in this text will be on 
strategic security risk rather than the detailed workings of specific physical security technolo-
gies. Such technology has been addressed in many other texts [1].

Although nearly all organizations depend on networked devices to communicate and ac-
cess confidential information, a surprising reliance on paper documents persists in many of 
these same organizations. The storage and transport of physical media containing confidential 
information presents surprisingly vexing security challenges, perhaps because organizations 
focus on network security and therefore neglect what appear to be more pedestrian threats.

Finally,	network-based	attack	vectors	against	physical	security	devices	and	the	details	as-
sociated with remediation methods, for example, network isolation, application whitelisting, 
and signal encryption, will not be addressed in this book. This decision is again consistent with 
the fact that many other texts address such issues in exhaustive detail. Attempts at doing so 
here would potentially vitiate the treatment of security topics that are not typically discussed 
elsewhere yet can contribute significantly to an organization’s information security risk profile.

The Likelihood Component of Information Security Risk

Measuring the vulnerability component of risk is necessary but not sufficient to develop a 
comprehensive view of information security risk. Assessing the likelihood of occurrence of a fu-
ture	threat	incident	clearly	must	be	a	factor	in	decisions	on	risk	management.	If	a	future	incident	
is deemed unlikely relative to other threats, then resources might be better applied elsewhere.

The challenge is to evaluate the potential for incident occurrence if historical evidence of 
security	incidents	is	rare	or	conditions	vary	significantly	in	time.	This	condition	often	reflects	
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reality.	so	how	should	a	Chief	Information	security	Officer	(CIsO)	or	decision	maker	proceed	
in	such	circumstances?

There at least two methods to evaluate the likelihood component of information security 
risk:	(1)	perform	statistical	analyses	of	security	incidents	that	relate	to	threat	risk	factors	(this	
contrasts with attempting to count and analyze actual threat incidents, which, as noted ear-
lier,	is	often	not	feasible)	and	(2)	perform	statistical	analyses	of	threat	incidents	that	can	be	
modeled as random variables.

risk	factors	will	be	discussed	in	detail	later	in	this	chapter,	but	the	definition	is	introduced	
now given its relevance and importance: A risk factor for a specific threat is a feature that 
increases	the	magnitude	of	one	or	more	components	of	risk	for	that	threat.	how	are	risk	fac-
tors	applicable	to	measuring	the	likelihood	of	a	future	information	security	threat	incident?

In	the	absence	of	actual	security	incidents,	analyzing	incidents	that	relate	to	a	threat	risk	
factor offers a viable alternative. Since by definition a risk factor increases the likelihood, im-
pact, or vulnerability to a threat incident, logic dictates that numerous incidents that relate to 
a risk factor are indicative of an increased potential and/or vulnerability to such an incident.

An example might be to analyze the number of incidents of unauthenticated access to re-
stricted areas via piggybacking, etc. The successful circumvention of physical access controls 
to	gain	access	to	sensitive	areas	can	yield	relevant	metrics	on	the	quality	of	physical	security	
even if such assets have not been compromised as a result. Successful password cracking is 
another example of where measuring a risk factor, for example, weak authentication, is in-
dicative of the vulnerability to an actual incident.

If	threat	incidents	are	believed	to	occur	randomly,	it	is	possible	to	perform	specific	statisti-
cal analyses, and such a condition accounts for the second method of estimating the likeli-
hood	component	of	risk.	If	threat	incidents	can	be	legitimately	considered	random	variables,	
well-understood	 statistical	 methods	 can	 be	 used	 to	 provide	 a	 quantitative	 estimate	 of	 the	
likelihood of occurrence.

It	may	seem	ironic,	but	random	processes	confer	a	degree	of	certainty	to	inherently	un-
certain processes. This is because the standard deviation, which represents the uncertainty 
about the mean of a probability distribution, is specified for various distributions of random 
variables.	For	example,	the	probability	that	a	given	value	selected	from	a	normal	distribution	
of	values	is	within	a	standard	deviation	of	the	mean	is	proportional	to	the	square	root	of	the	
total population in the distribution.

Unfortunately or not, information security threat incidents that can be modeled as random 
variables	are	rare.	nevertheless,	certain	threat	incidents	might	be	amenable	to	such	a	model	
if	only	to	provide	crude	estimates	of	risk.	Chapter	13	details	a	method	that	enables	estimates	
of vulnerability using this type of probabilistic approach. Therefore it can be helpful to be 
familiar with these methods and to apply them appropriately if judiciously.

INFORMATION SECURITY RISK

Understanding	the	distinction	between	a	threat	and	a	risk	is	a	prerequisite	for	effectively	
communicating	a	risk	management	strategy.	It	is	important	because	although	threats	and	risk	
are	closely	related,	they	are	not	equivalent.	Threats	are	the	entities	or	conditions	that	cause	
harm, and therefore should be the focus of attention in a risk management strategy.
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evaluating	the	risk	associated	with	a	threat	provides	the	impetus	for	going	forward	with	
security	 solutions	 as	 well	 as	 the	 requirements	 for	 those	 solutions.	 security	 professionals	
should therefore address threats by evaluating the risk they present to their respective orga-
nizations. The following definition of a threat is fit-for-purpose, although there can arguably 
be many variations on a similar theme:

A threat is any entity, action or condition that results in harm, loss, damage and/or a deterioration of exist-
ing conditions.

Given	this	definition,	the	spectrum	of	potential	information	security	threats	is	quite	broad.	
Threats to organizations might include thieves intent on stealing money, state-sponsored en-
tities attempting to access company-proprietary or classified government information, and 
groups seeking to embarrass adversaries by exposing confidential information for political 
or economic gain.

It	is	this	diversity	of	threats	and	their	respective	methods	that	drives	the	breadth	of	secu-
rity	risk	mitigation	measures.	however,	no	organization	can	apply	every	possible	mitigation	
method	in	equal	measure	without	near-infinite	resources.	What	is	needed	is	a	means	of	pri-
oritizing threats in order to strategically apply remediation, which is precisely the point of a 
security risk assessment.

In	that	vein,	a	critically	important	role	of	the	security	professional	is	to	identify	the	threats	
of	highest	concern	(read:	highest	“risk”).	This	activity	should	be	followed	by	measures	that	
reduce his or her organization’s vulnerability to those threats within the constraints imposed 
by	budgets.	Indeed,	it	is	the	finiteness	of	available	resources	that	makes	prioritization	of	re-
mediation efforts a necessity.

so	now	that	threats	have	been	defined	more	precisely,	what	exactly	is	risk?	All	threats	are	
described by a fundamental characteristic called risk, which is a set of three components as 
follows:

•	 the impact or importance of a threat incident
•	 the likelihood or potential of a future threat incident
•	 the vulnerability or potential loss due to a threat incident

These	 components	 collectively	 define	 the	 risk	 associated	 with	 a	 threat.	 In	 fact,	 risk	 can	
be	notionally	represented	by	an	“equation”	that	is	expressed	as	a	product	of	the	individual	
components as follows:

= × ×Risk (threat) impact likelihood vulnerability (1.1)

(1.1)	should	be	read	as,	“The	risk	associated	with	a	given	threat	equals	the	product	of	its	
impact, the likelihood of its occurrence, and the vulnerability to loss or damage.”

For	now,	suffice	it	to	say	that	assessing	the	magnitude	of	the	vulnerability	component	of	
risk, that is, the loss, damage, or exposure to a threat incident, is the basis for many of the 
analyses in this book.

Importantly,	the	risk	associated	with	a	threat	is	not	immutable,	and	the	magnitude	of	each	
component	can	vary	significantly	depending	on	circumstances.	Context	is	crucial	in	assess-
ing	risk.	In	fact,	a	security	assessment	is	merely	an	abstraction	without	context.	If	one	were	
to provide a high-level if formal job description of a security professional, it is to evaluate the 

Risk (threat)=impact×likelihoo
d×vulnerability
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risk associated with the spectrum of distinct and impactful threats in light of scenario-specific 
parameters.

Identifying	the	spectrum	of	distinct	and	impactful	threats	is	the	progenitor	of	every	secu-
rity strategy. This task sounds simple, but determining what constitutes an impactful threat 
can	be	quite	subjective	and	even	controversial.

For	example,	some	might	argue	that	religion	and	television	represent	dangers	to	society.	
Yet	many	individuals,	even	intelligent	ones,	believe	quite	the	opposite.	With	respect	to	dis-
tinctness	threats	that	are	seemingly	different	can	actually	be	functionally	equivalent	in	terms	
of	the	required	risk	mitigation.	however,	there	is	a	test	for	distinctness	that	will	be	explained	
in the discussion on risk factors.

Analogies with the medical profession are often useful when thinking about concepts in 
security.	security	threats	are	equivalent	to	diseases	in	medicine,	and	risk	mitigation	measures	
are analogous to therapies. Most reasonable people would agree that diseases make people 
worse off. So unless you are a bit sadistic, hearing that a relative, friend, or associate is af-
flicted	with	a	disease	would	probably	be	unwelcome	news.

In	medicine	identifying	the	need	for	risk	management	is	usually	relatively	easy.	Patients	
display	symptoms	that	are	manifestations	of	some	condition.	remedies	are	sometimes	pre-
scribed as a prophylactic measure based on one’s exposure to a microorganism, a genetic 
predisposition to an ailment, or some risk factor for a particular disease.

Once	a	disease	or	precondition	has	been	identified,	patients	pay	physicians	(and	insurance	
companies)	to	prescribe	therapies.	such	therapies	often	take	the	form	of	a	drug.	The	effective-
ness of that therapy will of course depend on the correctness of the diagnosis, but will also 
relate to each individual’s physiological makeup since no two people are identical.

But	fortunately	people	are	biologically	similar,	or	at	least	similar	enough,	and	that	fact	is	
the	key	 to	 the	 large-scale	 effectiveness	of	many	 therapies.	 If	one	believes	otherwise,	 there	
should be a separate anatomy and physiology textbook for each person on earth.

experiments	can	be	conducted	that	leverage	the	similarity	of	humans	such	that	the	action	
of a specific therapy can be isolated from other variables, and thereby lead to a conclusion on 
cause and effect. The process leading to the approval of a new drug, which includes testing 
hypotheses	on	effectiveness,	is	typically	quite	protracted,	and	expensive.

First,	experiments	are	conducted	on	animal	models	that	use	a	control	group	to	isolate	the	
effect	of	a	single	variable,	namely	the	drug	in	question.	researchers	attempt	to	establish	a	
causal link between the disease and the palliative effects of the drug while observing po-
tential side effects. The type of animal is chosen because their physiological response can be 
extrapolated to humans.

Once the animal studies have concluded, and it is clear that the drug had the intended 
result without obvious harmful side effects, human trials can commence. So-called “double-
blind” experiments are designed to eliminate bias where a statistically significant trial popu-
lation is divided into control and test groups.4

Following	the	human	trials	and	assuming	a	positive	outcome,	the	drug	is	approved	for	
general	use	by	 the	Federal	drug	Administration	 (Us).	As	an	aside,	 the	average	cost	of	 re-
search	and	development	for	a	prescription	drug	is	estimated	to	be	$2.558	billion	[2]. The point 

4double	blind	means	that	the	identities	of	both	the	control	and	experimental	groups	are	unknown	to	the	study	
participants.
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is that medical threat scenarios benefit from significant testing of hyptotheses relating cause 
and effect.

Contrast	this	with	security	scenarios.	In	general,	threat	incidents	are	relatively	rare,	and,	
importantly, there is often considerable variation in conditions that undermines the ability to 
isolate a variable under test.

One can simulate attacks on networks and applications. That is the point of conducting 
penetration tests. Such simulations will provide a degree of confidence in the resilience of 
specific	security	controls.	But	this	is	not	the	IT	equivalent	of	a	drug	that	confers	broad	immu-
nity. The operational model, which consists of the user environment, is too complex, ephem-
eral, and varied.

INFORMATION SECURITY RISK ASSESSMENTS

In	general,	comprehensive	assessments	of	information	security	risk	are	required	to	estab-
lish	a	thorough	understanding	of	the	risk	factors	affecting	an	organization.	Furthermore,	such	
assessments must be made with respect to risk-based policies and standards in the absence of 
useful statistics on incidents. Adopting a process to rigorously assess the risk associated with 
information security threats is essential to developing a coherent information security risk 
management strategy [1,3].

Since the essence of security is to mitigate the effect of threats, all estimates of risk should 
begin with identifying the spectrum of distinct threats. Threats were defined previously, but 
what	is	meant	by	“distinct”	in	this	context?

distinctness	 implies	 a	 set	 of	 characteristics	 that	 distinguishes	 one	 threat	 from	 another.	
Characterizing	threats	under	general	headings	such	as	“terrorism,”	“street	crime,”	and	“hate	
crime” may be useful for sociologists and politicians, but it is not particularly helpful in 
developing a risk management strategy. So how does one specify that a given threat is distinct 
from	another	and	why	does	it	matter	to	a	risk	assessment	strategy?	These	questions	will	be	
answered following a brief digression on risk.

recall	 (1.1) was introduced as an operational definition of risk and was formulated in 
terms of three components, likelihood, vulnerability and impact. This was somewhat hyper-
bolically	referred	to	as	the	Fundamental	expression	of	risk.	however,	it	is	not	a	true	math-
ematical	equation	because	each	component	in	(1.1)	appears	to	have	equal	magnitude	and	this	
condition is not true in general.

One important feature to notice about this expression is that if a single component is zero, 
there is no risk. The implication is that if there is no risk, the threat being evaluated does not 
exist for all practical purposes. Put another way, absent one or more components of risk, a 
given threat is simply not threatening.

In	addition,	the	notion	of	“cost”	broadly	defined	is	missing	from	(1.1). Although cost is not 
a fundamental component of risk per se, it plays an important role in real-world decisions on 
security.

For	example,	it	is	not	uncommon	to	encounter	security	risk	scenarios	where	the	magnitude	
of one component of risk is significant but remediation is cost prohibitive. Therefore, despite 
the assessed risk no action is taken to address it. The cost associated with risk mitigation is 
a reality associated with real-world risk management processes that would not appear in a 
strictly academic view.
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Although	a	measurement	of	risk	is	ideal,	it	is	not	always	possible	to	provide	a	quantitative	
estimate.	The	reality	is	that	a	qualitative	view	of	each	component	is	sometimes	the	best	option	
available. The good news is that such a view is often sufficient to make a meaningful decision 
on	risk	mitigation.	moreover,	a	sophisticated	security	risk	manager	understands	when	quan-
titative measurements of risk will yield meaningful results and when it is futile to even try.

With	that	background,	the	risk	assessment	process	can	now	be	described,	and,	in	particular,	
the critical role of risk factors in developing an effective risk management strategy. As noted 
earlier, the first step in a security risk assessment is to identify the spectrum of impactful and 
distinct	threats	to	an	organization.	In	order	to	address	the	question	of	threat	distinctness,	the	
crucially important concept of a “risk factor” must be reintroduced and defined as follows:

A risk factor is a feature, characteristic or condition that enhances one or more components of risk for a spe-
cific threat or mode of threat implementation. It is the spectrum of risk factors that drive the required mitigation 
methods.

The logic associated with risk factors as the basis for risk management is compelling to the 
point	of	appearing	circular:	If	risk	factors	are	those	features	that	enhance	one	or	more	com-
ponents	of	risk	for	a	given	threat,	then	addressing	all	the	risk	factors	is	required	in	order	to	
effectively manage that threat.

A	medical	analogy	is	again	illustrative.	Consider	the	threat	of	cardiovascular	disease.	some	
well-known risk factors for this threat are high blood pressure, obesity, a high concentration 
of	certain	types	of	cholesterol	in	the	blood,	smoking,	lack	of	exercise,	being	male	(or	a	post-
menopausal	female),	diabetes,	and	a	family	history	of	cardiovascular	disease.

These risk factors were determined through large population studies that enabled scien-
tists	to	correlate	the	presence	of	a	risk	factor	with	the	likelihood	of	a	future	threat	incident.	In	
other words, people had varying rates of heart attacks based on the number and magnitude 
of one or more risk factors.

The	likelihood	of	a	future	threat	incident	increases	by	some	quantifiable	amount	with	each	
additional risk factor, an artifact of the plethora of data established over years of studying 
relatively	homogeneous	models	such	as	humans.	In	other	words,	the	more	risk	factors	dis-
played by a patient, the higher is the likelihood he or she will suffer a heart attack in a specific 
interval of time.

The risk increases with the duration of the time interval under consideration.5 An in-
dividual who displays all of the significant risk factors would likely be a candidate for 
aggressive medical therapy as determined by a bona fide medical risk manager, for example, 
a cardiologist.

A Venn diagram can be used to illustrate the intersection of risk factors, a condition that 
would amplify the likelihood component of risk for the threat of heart attacks as shown in 
Fig.	1.1.

5One way to think about the increasing risk associated with lengthening time intervals is to consider the limiting 
cases of time intervals, that is, t	=	0	and	t	=	infinity.	The	likelihood	of	an	event	in	an	interval	of	0	s	must	be	zero.	At	
the	other	extreme,	in	an	infinite	time	interval	the	probability	of	an	event	would	approach	unity.	For	intermediate	
intervals	the	probability	of	an	event	is	proportionate	to	the	duration	of	that	interval.	however,	recognize	that	this	
relationship between likelihood of occurrence and time interval duration might not be linear since the cumulative 
effect of risk factors could be exponentially increasing with time.
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A similar diagram can be created for any threat. Physical security threats are illustrative of 
the	utility	of	such	diagrams.	Consider	the	threat	of	vehicle-borne	explosive	attacks	by	anti-
Western	elements	against	the	headquarters	of	an	international	bank.	risk	factors	for	this	at-
tack might include the following:

•	 the	country	where	the	facility	is	located;
•	 the	iconic	status	of	this	particular	facility	or	the	bank	in	general	(in	other	words,	a	

symbolic	association	with	Western	culture	and/or	a	particular	government);
•	 the	historical	use	of	this	mode	of	attack	by	groups	of	concern;
•	 the	proximity	of	the	facility	to	vehicular	traffic.

note	that	the	first	three	risk	factors	enhance	the	likelihood	component	of	risk	for	this	threat	
while the last one enhances the vulnerability component of risk. Understanding the nature 
of the contribution to risk for a given risk factor is important in managing the risk associated 
with	each	impactful	and	distinct	threat.	For	example,	reducing	the	profile	of	a	company	or	
facility would affect the potential for attack, but would do nothing to reduce the vulnerability 
or the potential damage/loss should an attack occur.

Fig.	1.2 illustrates the Venn diagram for the set of risk factors associated with a given tar-
get	and	relative	to	this	threat.	If	all	of	these	risk	factors	existed	for	a	given	target,	the	risk	is	
enhanced relative to a target that possessed less risk factors.

To further illustrate this important point, if the impactful threats were groups concerned 
about the global hegemony of fast food corporations, the likelihood component of risk might 
be	significantly	altered	from	the	anti-Western	terrorists	noted	earlier.	In	that	case	the	security	
strategy might not include this threat as a priority for remediation.

The	long-awaited	answer	to	the	question	of	what	makes	one	threat	distinct	from	another	
can	now	be	presented.	simply	put,	any	two	threats	are	equivalent	if	the	type	and	magnitude	
of	their	respective	risk	factors	are	identical.	Conversely,	if	their	risk	factors	differ	in	either	type	
or magnitude, the two threats are distinct and each threat must be addressed separately as 
part of a risk mitigation strategy.

FIGURE 1.1 Intersection of risk factors for the threat of cardiovascular disease.



 INfoRMATIoN SEcuRITy RISK ASSESSMENTS 15

I.	 ThreATs,	rIsk	And	rIsk	AssessmenTs

This	test	for	distinctness	has	a	very	practical	implication.	namely,	threats	can	be	logically	
grouped	 according	 to	 their	 risk	 factors.	 In	 addition,	 simultaneously	 addressing	 the	 risk	
factors	will	effectively	manage	all	of	the	threats	with	risk	factors	in	common.	note	that	if	one	
risk factor is not addressed, it means at least one vulnerability exists for each threat to which 
that risk factor applies.

The key to an effective risk mitigation strategy is to address all the risk factors for each 
distinct and impactful threat. A graphic that depicts the risk management process is captured 
in Fig.	1.3 [3].

FIGURE 1.2 Risk factors for vehicle-borne explosive attacks by anti-Western groups.

FIGURE 1.3 The security risk management process.
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ORGANIZING INFORMATION SECURITY RISK ASSESSMENTS

Organizing an information security risk problem is often a useful initial step in assessing 
risk.	In	particular,	establishing	and	then	analyzing	categories	with	common	features	facili-
tates	coherent	analyses.	Furthermore,	defining	individual	units	according	to	specific	features	
that are categorized in a hierarchy with descending levels of granularity can reveal patterns 
or themes. These patterns enable general conclusions about the organization as a whole.

many	 descriptive	 sciences	 organize	 information	 this	 way.	 For	 example,	 biologists	 have	
created a hierarchy for all living organisms as follows: kingdom, phylum, class, order, fam-
ily, genus, and species.6 This method has enabled scientists to identify evolutionary trends. 
Presumably anyone reading this book belongs to Homo sapien the human genus and species, 
respectively.

Since organizing a problem according to specific features has applicability to many dis-
ciplines, formal methods have been designed for this purpose. Specifically, a so-called di-
chotomous key delineates a group of “things” according to a hierarchy of functionality or some 
other	feature/characteristic.	Why	is	this	approach	helpful	to	security	risk	analyses?

Organizing threats according to a hierarchy of features they have in common facilitates the 
identification of common forms of mitigation. Such an approach enables the development 
of a comprehensive and coherent risk management strategy since one can associate general 
modes of attack with specific mitigation measures.

Following	 this	 alignment	 of	 general	 features	 with	 mitigation,	 additional	 details	 might	
drive	 specific	 mitigation	 requirements	 that	 deviate	 from	 the	 general	 case.	 Unfortunately,	
sometimes the tendency is to initially focus on details, which is more likely to result in miss-
ing the big picture, which in this case translates to missing a particular risk factor.

There are a number of ways to construct a dichotomous key for security threats. One might 
begin	by	identifying	the	spectrum	of	attack	vectors	for	a	given	threat.	For	example,	if	terror-
ism is the general threat of concern, one might first want to specify a hierarchy of attacks. 
Again, the purpose of such a hierarchy is to highlight common risk factors that are addressed 
by the same mitigation measure. A graphic for one version of a dichotomous key for informa-
tion security attacks is shown in Fig.	1.4.

Fig.	1.4	is	not	an	exhaustive	exposition	of	the	possible	modes	of	attack.	It	is	intended	to	
illustrate one of many possible organizational schemas. Other versions could be constructed 
according to different organizational criteria.

Although not a dichotomous key per se,	the	nIsT	Cybersecurity	Framework	is	illustrative	
of the benefits of a hierarchical structure in addressing complex security risk problems [4].

The	nIsT	Cybersecurity	Framework	defines	Functions,	Categories,	and	subcategories	in	a	
hierarchy of security controls.

It	 also	 defines	 four	 Tiers	 that	 correspond	 to	 increasing	 levels	 of	 sophistication:	 Partial,	
risk-Informed,	repeatable,	and	Adaptive.

The	 five	 Functions	 or	 high-level	 security	 controls	 that	 are	 evaluated	 to	 establish	 a	 Tier	
rating	are	as	follows:	Identify,	Protect,	detect,	respond,	and	recover.	These	are	admittedly	
too	coarse	to	be	actionable.	however,	this	50,000-ft.	view	is	useful	as	a	means	of	organizing	a	

6The	phrase	“king	Philip	came	over	for	good	soup”	is	a	pneumonic	used	to	assist	in	recalling	the	hierarchy	of	
organisms.
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risk-based	information	security	strategy.	metrics	to	rate	specific	nIsT	Tiers	are	suggested	in	
Chapter	12.

Importantly,	the	nIsT	Cybersecurity	Framework	is	not	prescriptive,	and	therefore	does	not	
dictate	requirements	for	specific	controls.	equally	if	not	more	importantly	it	is	not	a	checklist,	
which	is	what	makes	it	adaptable	to	risk-based	security	assessments.	rather,	it	is	intended	to	
facilitate	assessments	of	the	processes	required	to	assess	information	security	risk	in context.

Therefore, it enables risk-based decisions based on an organization’s sophistication in 
implementing	security	controls	rather	than	merely	checking	that	such	controls	exist.	It	also	
facilitates addressing threats in a consistent manner across business units.

For	example,	one	well-known	information	security	threat	is	the	covert	exfiltration	of	con-
fidential	information	via	an	IT	network.	Using	the	nIsT	Framework	it	is	a	relatively	simple	
process to evaluate the maturity of a security strategy with respect to this threat.

Table 1.1 shows an indicative if high-level and incomplete analysis of this threat using the 
nIsT	Framework.	Analyses	of	subcategories/controls	relative	to	nIsT	Tier	criteria	are	miss-
ing.	But	it	illustrates	how	a	nIsT-based	risk	assessment	might	be	organized.

FIGURE 1.4 Abbreviated dichotomous key for information security attacks.

TABLE 1.1 Abbreviated Assessment of the Vulnerability to covert Data Exfiltration using the NIST 
cybersecurity framework

Function
Risk-Relevant 
Category

Analysis of Risk-Relevant Subcategories/
Controls NIST Tier

Identify risk	Assessments Virtual	network	model/simulation	and	
external	Penetration	Test	results

Partial

Protect network	segregation Firewall	rule	set risk-Informed

detect Automated Tools data	Leakage	Prevention	(dLP) repeatable

respond Incident	response	(Ir) Ir	Team,	Plan,	and	exercises Adaptive

recover recovery	Planning,	
Communications

Assignment	of	recovery	Team	roles	
and	responsibilities,	established	and	
redundant	Communication	Protocols/
Channels

risk-Informed

Overall 
Assessment/
Tier

risk-Informed



18 1. INfoRMATIoN SEcuRITy THREATS AND RISK

I.	 ThreATs,	rIsk	And	rIsk	AssessmenTs

This exercise may not seem particularly fruitful for a single threat and a small organiza-
tion.	But	security	professionals	are	often	required	to	assess	threats	and	the	risk	they	present	to	
organizations that have global footprints and/or a large number of business units.

Furthermore,	 developing	 this	 type	 of	 framework	 can	 be	 invaluable	 in	 identifying	 risk-
relevant “themes” that emerge from disparate data sources and across stove-piped business 
units. Once such a framework exists, it is a relatively short journey to identify a coherent, 
enterprise-level risk mitigation strategy.

There are at least four critical risk factors that must be explicitly delineated within a security 
risk	framework	as	follows:	(1)	the	sensitive/confidential	information	(affects	the	impact	com-
ponent	of	risk),	(2)	the	business	units	that	use	that	information	(affects	the	vulnerability	com-
ponent	of	risk),	(3)	the	modes	of	information	usage/management/access	by	each	unit	(affects	
the	likelihood	and	vulnerability	component	of	risk),	and	(4)	where	the	sensitive/confidential	
information	exists	within	the	organization	(affects	the	vulnerability	component	of	risk).

Table 1.2 captures these risk factors for a generic academic organization to illustrate the 
basic assessment methodology.

TABLE 1.2 Analysis of Risk factors for the Threat of Information compromise

Human Resources
Finance 
Department Records Management Fund Raising

Health 
Department

Sources of 
Confidential	
Information

employee	records	
(PII)

Social Security 
Account 
numbers

student	records	(PII) donor	Information Patient	Information

key	Information	
Storage 
resources

File	shares,	Central	
Application

File	shares,	Central	
Application

File	shares,	mysQL	
database

Bespoke	
Application

File	shares

mode	of	Informa-
tion Storage and 
Transmission

email email email email email

mode	of	Informa-
tion	destruction

Manual Purging Manual Purging n/A Manual Purging Manual Purging

document	
Management

Office Storage Office Storage Central	Archive	
Storage

Office Storage, 
Manual 
destruction

Office Storage, 
Manual 
destruction

Physical Security 
risk	Factors

Physical	keys	
with	no	Access	
history

Physical	keys	
with	no	Access	
history

n/A Physical	keys	
with	no	Access	
history

Physical	keys	
with	no	Access	
history

Technology 
risk	Factors/
Vulnerabilities

Low-entropy	
Passwords for 
key	Information	
Assets; Open 
network	Access	
to	data	sources

Low-entropy	
Passwords, 
IT	equipment	
not	Centrally	
Managed; Open 
network	Access	
to	data	sources

Low-entropy	
Passwords, 
noncurrent	Version	
of	databases;	Open	
network	Access	to	
data	sources

Low-entropy	
Passwords, 
extranet	
Connections;	
Open	network	
Access	to	data	
Sources

Low-entropy	
Passwords, 
extranet	
Connections;	
Open	network	
Access	to	data	
Sources

Specific 
Authentication, 
Authorization, 
and Access 
Privilege	risk	
Factors

Manual 
Assignment 
and	removal	
of Access 
Privileges for 
File	shares

Manual Assignment 
and	removal	of	
Access Privileges 
for	File	shares

Manual Assignment 
and	removal	of	
Access Privileges 
for	File	shares

Manual Assignment 
and	removal	of	
Access Privileges 
for	File	shares

Manual 
Assignment and 
removal	of	Ac-
cess Privileges 
for	File	shares
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high-level	security	themes	that	emerge	from	Table 1.2 are as follows:

1. There	is	a	concentration	of	information	security	risk.	In	other	words,	a	small	number	of	
applications are used to manage confidential information across the enterprise.

2. An	inherently	insecure	method	(email)	is	used	to	transmit	confidential	information	across	
the enterprise and outside the organization.

3. Manual processes are used to facilitate access privilege assignment and removal for file 
shares.

4. Low-entropy	passwords	exist.	In	other	words,	a	limited	diversity	of	possible	password	
constructions for critical assets exists.

5. mechanical	locks	and	keys	are	used	to	secure	paper	documents.	no	physical	access	his-
tory is available as a result.

Once these themes on risk are specified, it becomes easier to determine a comprehensive 
strategy	for	remediation.	In	addition,	identifying	other	risk	factors	provides	justification	for	
implementing	compensating	controls.	In	the	example	discussed	earlier	one	might	consider	
using two factors as a means of authentication to access the most critical applications if other 
vulnerabilities cannot be addressed.

Importantly,	intersections	of	risk	factors	are	apparent	from	this	analysis	thereby	establish-
ing	priorities	for	remediation.	For	example,	file	shares	that	(1)	contain	high-impact	informa-
tion,	(2)	require	weak	passwords	for	authentication,	and	(3)	are	accessible	from	the	Internet	
would likely be a priority for remediation.

Any attacker who gained internal access to the network, often accomplished via social 
engineering, would have little difficulty accessing high-impact information assets and subse-
quently	exfiltrating	the	information	contained	therein.

This type of analysis can be done for any security organization. The key is to be precise 
about the threats, identify the critical information assets and their locations, and deter-
mine the spectrum of risk factors that enhance the vulnerability to the relevant attack 
vectors.

GENERAL RISK FACTORS FOR THE COMPROMISE OF SIGNALS

Information	security	 threats	can	exploit	vulnerabilities	 in	 IT	protocols,	 intercept	 signals	
with encoded information, or steal a physical object that stores information. This section will 
focus on general threats and risk factors associated with threats to signals.

estimating	 the	 magnitude	 of	 vulnerability	 for	 information	 security	 threats	 can	 be	 com-
plex,	 and	 will	 vary	 according	 to	 the	 specific	 threat	 under	 evaluation.	 however,	 simple	 if	
approximate models exist for electromagnetic and acoustic signals because they obey well-
understood	 physical	 principles.	 Therefore,	 quantitative	 estimates	 of	 vulnerability	 can	 be	
made and thereby enable mitigation strategies.

Moreover, developing a model of signal behavior and the associated risk facilitates analy-
ses of a spectrum of threat scenarios. The result enables more fulsome estimates of vulnerabil-
ity	as	well	as	the	general	effectiveness	of	risk	mitigation.	For	example,	establishing	a	model	
for signal intensity in terms of the distance from a radiating source enables an estimate of the 
vulnerability to signal interception by an attacker at any location.
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Five	risk	factors	affect	the	vulnerability	component	of	risk	for	the	compromise	of	signals:

1. the	form	of	signal	energy	(electromagnetic	or	mechanical);
2. the intervening materials between the radiating source and the point of detection;
3. the physical proximity of a radiating source and the point of detection;
4. the signal bandwidth and the magnitude of ambient noise across that bandwidth;
5. the sophistication of the attacker.

Consider	risk	 factor	number	 three.	 If	 the	vulnerability	 to	unauthorized	signal	detection	
happens to vary strongly with distance from a radiating source of signal energy, it would be 
prudent to maximize the distance between potential adversaries and the signal source in ac-
cordance with this model.

Such insights are admittedly not particularly profound. The real challenge is to determine at 
what distance the signal becomes invulnerable to detection. Understanding the precise depen-
dence of signal intensity on distance plus the magnitude of the ambient noise power enables 
such a determination. This and similar estimates represent the essence of the information pro-
vided in this book.

A simple graphic depicting the high-level risk factors for threats to radiated signals is 
shown in Fig.	1.5. More detailed risk factors for the compromise of radiating signals are pre-
sented	in	Chapter	6.

Finally,	it	is	useful	to	create	a	holistic	view	of	an	information	security	risk	assessment	that	
tells	 the	complete	 risk	story	 from	threats	 to	 remediation.	 It	 is	also	helpful	 to	visualize	 the	
process depicted in this linear view since the issues are somewhat self-explanatory when 
presented this way, and therefore helps facilitate decisions on mitigation.

Table	1.3	 illustrates	 this	 format	for	an	abbreviated	assessment.	note	that	 it	 is	organized	
according to (1.1).	In	addition,	the	cost	of	remediation	is	included,	which	facilitates	security	
decisions.

FIGURE 1.5 Risk factors for threats to radiated signals.
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ESTIMATING THE LIKELIHOOD COMPONENT OF RISK

This book admittedly focuses on the vulnerability component of security risk to the 
exclusion of the other two components, likelihood and impact. This somewhat parochial 
view	is	not	intended	to	trivialize	the	importance	of	these	other	components.	In	fact,	as-
sessing the impact associated with the compromise of information should be the first 
step	in	determining	a	set	of	proportionate	security	controls.	nonimpactful	threats	should	
generate	 minimal	 follow-up.	 highly	 unlikely	 threats	 might	 warrant	 similar	 levels	 of	
inattention.

To	be	precise,	the	vulnerabilities	analyzed	in	this	text	do	not	cause	an	incident.	For	exam-
ple, it would be technically incorrect to claim that poor physical security controls at a facility 
increase the likelihood of a physical attack.

however,	it	would	be	correct	to	say	that	if	an	attack	does	occur,	such	vulnerabilities	en-
hance	the	likelihood	of	its	success	and	resulting	loss/damage.	recognize	that	the	likelihood	
of a future incident, which is the type of likelihood specified by (1.1), and the likelihood that 
such an incident will be successful are two different phenomena.

The	impact	component	of	risk	is	by	definition	organization-specific.	Intellectual	property	
and other proprietary information, personnel records, company strategies, etc., will vary 
based on each organization’s mission, objectives, composition, and/or legal/regulatory re-
quirements.	Therefore,	it	is	not	particularly	useful	to	discuss	this	component	at	length	except	
to point out the overall criticality of determining if such information exists, where it is lo-
cated, and the impact to the organization were it to be compromised.

On the other hand, the likelihood component of risk warrants additional discussion. The 
concept of likelihood is not well understood by security professionals and is a perennial 
source of confusion, which further motivates the following discussion. One theory why this 
misunderstanding	exists	is	that	it	stems	from	the	colloquial	use	of	the	term	“likelihood”	cou-
pled with a misunderstanding of probability and statistics.

TABLE 1.3 Risk Assessment Summary Table

Principal 
Information 
Security Threat to 
the Organization

Risk Factors for 
Likelihood

Risk Factors for 
Vulnerability Threat Impact

Remediation and 
Cost

hacktivists	
seeking to steal 
personally 
identifying 
information	(PII)	
for identity theft

Significant 
Internet	
Presence 
and Links to 
high-Profile	
Individuals

1.	 Open	network	
Architecture

2.	 Weak	
Authentication 
for	Critical	
Systems

Information	
Compromise	
Leading to 
reputational	
damage	and/
or	regulatory	
Fines

1.	 Internal	
Firewall	and	
routing	Tables

2.	 Two-Factor	
Authentication 
on	Critical	
Systems 
estimated	
Cost	=	$1	
Million

risk	(threat)	=	likelihood	× vulnerability × impact cost of remediation.



22 1. INfoRMATIoN SEcuRITy THREATS AND RISK

I.	 ThreATs,	rIsk	And	rIsk	AssessmenTs

There is a very specific condition that must be satisfied in order to make precise statements 
about	the	likelihood	of	a	future	security	incident.	namely,	the	incident	in	question	must	be	
a	random	variable	and	the	outcomes	are	distributed	according	to	a	stochastic	(probabilistic)	
process.

Ironically,	the	implication	of	being	a	random	variable	is	that	although	the	probability	of	
guessing the value of a future event is completely unpredictable, the probability of guessing 
the	value	of	one	event	from	a	distribution	of	events	is	quantifiable.	moreover,	the	predictabil-
ity improves for larger numbers of events. This phenomenon will be explained later.

Qualitatively, a random event is where the value of the outcome of that event cannot be de-
termined in advance. Yet the spectrum of possible outcomes for a random process can be 
quite	prescribed.	For	example,	in	rolling	a	pair	of	dice	or	flipping	a	coin	there	is	no	way	to	
know	the	value	of	a	specific	outcome	a	priori	but	the	likelihood	of	any	given	roll	or	flip	is	
known	exactly.	moreover,	flipping	a	coin	or	rolling	a	die	1	million	times	will	generate	predict-
able distributions of outcomes. This seemingly simple condition has profound implications 
to assessing risk under certain conditions.

A sufficiently large number of randomly occurring events will ultimately yield a normal 
distribution of outcomes that are dispersed about a mean or average value. The normal dis-
tribution density function g(x)	for	a	random	variable	x	is	given	by	eq.	(1.2)7:

π
= −g x( )

1
2

e x(1/2) 2

(1.2)

Crucially,	the	likelihood	that	a	specific	number	of	events	have	a	certain	value	can	be	deter-
mined	from	this	distribution.	For	example,	by	definition	68.2%	of	the	outcomes	of	a	normal	
distribution will occur within one standard deviation of the mean. The standard deviation 
specifies the dispersion or uncertainty about the mean of a distribution. The magnitude of the 
dispersion, which corresponds to some number of standard deviations about the mean, is the 
same for any normal distribution.

Fig.	 1.6 is a graphic depicting a normal probability distribution of some population of 
events or things, and the fraction of the population corresponding to one, two, and three 

g(x)=12πe−(1/2)x2

FIGURE 1.6 The normal or Gaussian distribution.

7To arrive at a specific value for x	requires	integrating	the	density	function	from	minus	infinity	to	that	number.
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standard deviations about the mean, µ.8	note	that	these	fractions	and	corresponding	standard	
deviations are the same for any normally distributed random variable.

It	is	readily	apparent	from	Fig.	1.6	that	68.2%	of	the	distribution	of	values	falls	within	one	
standard	deviation	of	the	mean,	95.4%	of	the	distribution	of	values	falls	within	two	standard	
deviations	of	the	mean,	and	99.8%	of	the	population	distribution	falls	within	three	standard	
deviations of the mean.

The importance of the normal distribution to every field of science and to security risk man-
agement	in	particular	cannot	be	overstated.	reference	is	made	to	this	distribution	throughout	
this text, and its properties will be invoked when discussing the Probability of Protection 
method	in	Chapter	13.

The normal distribution is not the only distribution that applies to random variables. The 
Poisson	distribution	 is	another	worthy	of	mention.	 It	 is	used	 to	model	discrete,	 randomly	
occurring events and is predicated on three assumptions9:

1. The probability of one event occurring in a time interval, ∆τ, is proportional to ∆τ when 
∆τ is very small.

2. The probability that more than one event occurs in the time interval ∆τ is negligible when 
∆τ is very small.

3. The number of events that occur in one time interval is independent of the number of 
events that occur in another nonoverlapping time interval.

One useful property of the Poisson distribution is that the mean and the standard devia-
tion are the same value. The probability density function for Poisson distributions is given by 
eq.	(1.3) where λ is the arrival rate, k	is	a	specific	number	of	events,	e	is	euler’s	number,	that	
is,	2.71828…,	and	k! is “k factorial” or k ×	(k −	1)	×	(k −	2)	×	(k −	3),	etc.:

λ λ=
λ−

P k
k

( ; )
( ) e

!

k

	 (1.3)

The expression yields the probability that k events occurs in a given time interval assuming 
a constant event arrival rate λ.

The	normal	and	Poisson	distributions	are	related.	In	fact,	for	a	sufficiently	large	number	of	
events, a Poisson distribution morphs into a normal distribution. Fig.	1.7 is a graphic depict-
ing the Poisson distribution for different mean values.10

Poisson distributions involve randomly occurring, discrete events that adhere to the three 
assumptions	noted	above.	examples	of	such	processes	include	radioactive	decay	and	photon	
counting.	Chapter	9	discusses	photon	counting	in	the	context	of	an	optical	attack	on	informa-
tion assets.

A simple example of the use of the Poisson distribution is illustrative. Suppose one was 
developing	a	crude	packet	detector	for	a	1-Gb/s	ethernet	interface	in	order	to	detect	nascent	
denial-of-service	attacks.	Let	us	assume	that	packet	arrival	at	the	ethernet	interface	is	a	ran-
dom variable and obeys Poisson statistics as dictated by the three conditions noted earlier.

P(k;λ)=(λ)ke−λk!

8http://www.srh.noaa.gov/bro/?n=2009event_hottestjuly.
9https://www.cis.rit.edu/class/simg713/Lectures/Lecture713-07.pdf.
10http://earthquake.usgs.gov/learn/glossary/?term=Poisson%20distribution.



24 1. INfoRMATIoN SEcuRITy THREATS AND RISK

I.	 ThreATs,	rIsk	And	rIsk	AssessmenTs

Suppose further that our detector counts packets in a given time interval t where a mean 
packet arrival rate λ	is	known	for	that	link.	however,	the	packet-forwarding	rate	for	this	size	
ethernet	link	is	assumed	to	be	1	packet/s	(p/s).11	If	the	detector	is	sized	to	expect	the	mean	
packet	arrival	rate,	what	is	the	probability	the	detector	will	see	precisely	10	packets	in	a	5-s	
interval?

The Poisson density function is given by (1.3), and the calculation yields a probability of 
about	2%.	The	probability	the	detector	would	see	less	than	or	equal	to	10	packets,	that	is,	the	
cumulative	risk,	is	about	99%.	Therefore,	if	the	detector	registers	significantly	more	packets	
in a 5-s time interval, it should register an alert since this behavior is not representative of 
normal system conditions.

The standard deviation of both normal and Poisson distributions is proportional to the 
square	root	of	the	sample	size,	N.	What	is	the	implication	to	estimating	N to a specific level 
of	precision?

The standard deviation, σ, is proportional to √N, where N is the sample size. Suppose it is 
mandated that the standard deviation of a distribution be one-tenth the sample size or N/10.	
This condition coupled with the dispersion about the mean associated with normal distribu-
tions	determines	the	sample	size	that	is	required	to	achieve	this	level	of	precision.

Specifically,

σ = √ =N
N
10

Therefore,

√ = =N
N

N
10

or 100

σ=√N=N10

√N=N10 or N=100

FIGURE 1.7 Poisson distributions with different means.

11The	actual	packet-forwarding	rate	for	a	1-Gb/s	ethernet	link	is	between	81,274	and	1,488,096	p/s	because	the	
number	of	bytes/packet	varies.	however,	the	numbers	have	been	scaled	way	back	to	facilitate	a	simple	calculation,	
which hopefully will not diminish its instructive value.
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Suppose the standard deviation is now specified such that it can be no greater than one-
hundredth the value of N.	This	specification	would	require	that	N	=	1002	or	10,000.

now	 in	 order	 to	 achieve	 10	 times	 that	 precision	 or	 N/1000,	 N	 must	 equal	 (1000)2 or 
1,000,000.	From	these	examples	one	can	generalize	that	the	required	precision	scales	as	the	
square	of	the	sample	size.

So statements on the certainty of a specific outcome can be made for distributions of ran-
dom variables. More specificity regarding the probability that a particular outcome is within 
a certain distance from the mean can be achieved for distributions with larger sample sizes. 
However, such statements are valid only for distributions of random variables.

To be clear, information security events do not occur randomly in the same way that some 
physical processes do such as in the production of photons in radioactive decay. To compli-
cate matters, security incidents are relatively rare, and the conditions associated with each 
incident will vary. This is what makes it difficult to establish a probability distribution of 
security incidents versus loss. Other industries have created such distributions and one in 
particular is worth analyzing in some detail.

Investment	banks	are	required	to	calculate	and	report	their	so-called	Value	at	risk	(Var),	
which	drives	their	requirement	to	maintain	capital	reserves.	The	Var	is	a	broadly	adopted	
metric	in	the	banking	industry.	It	corresponds	to	the	probability	of	loss	on	a	specific	portfolio	
of financial exposures.

For	a	given	portfolio,	the	time	horizon	and	the	p(Var)	is	defined	as	a	threshold	loss	value,	
such that the probability that the loss on the portfolio over the given time horizon exceeds 
this value is p. This model assumes so-called mark-to-market pricing, and no trading in the 
portfolio [5].

For	example,	 if	 a	portfolio	of	 stocks	has	a	1-day,	 10%	Var	of	$1	million,	 there	 is	 a	0.10	
probability that the portfolio will fall in value by more than $1 million over a 1-day period 
assuming no trading. Alternatively, a loss of $1 million or more on this portfolio is expected 
on	1	out	of	10	days.

Conversely,	trading	losses	over	a	1-day	period	would	be	expected	to	be	less	than	$1	million	
90%	of	the	time.	Clearly	financial	institutions	are	incentivized	to	reduce	the	amount	of	money	
held in reserve since more funds would be available for generating revenue. So the method 
used	to	calculate	Var	has	implications	to	the	bottom	line.

For	 financial	 institutions	 the	 capital	 reserve	 calculation	 is	 subsumed	 under	 the	 general	
heading	of	“Operational	risk.”	Fig.	1.8 shows a loss distribution curve specifying the por-
tions	of	the	curve	corresponding	to	the	expected	Loss,	Unexpected	Loss,	the	extreme	Loss,	
and	Var	[6].

establishing	such	a	curve	is	the	holy	Grail	for	security	risk	assessments.	Unfortunately	it	
is often elusive in security contexts because precise statements on incident probability versus 
loss	are	not	so	easy	to	determine.	In	addition,	the	value	of	information	is	not	like	the	price	of	
bananas,	coffee,	gold,	machinery,	equities,	fixed	income	products,	etc.	even	financial	institu-
tions	struggle	with	Var,	because	large	if	infrequent	losses	(i.e.,	“tail	events”)	are	difficult	to	
model.

some	types	of	losses	are	difficult	to	quantify	in	security	contexts.	As	a	trivial	example,	the	
electronic	compromise	of	a	911	(999	in	Britain)	calling	system	might	result	in	the	loss	of	10	
lives	because	of	slow	response	times	by	emergency	services.	Where	would	the	magnitude	of	
that	loss	appear	on	the	Var	curve?
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In	addition,	the	same	type	of	attack	can	result	in	wildly	dissimilar	outcomes	for	a	given	
organization based on slightly different controls or network configurations. Attacks might 
result in only embarrassment because the objective of the attacker was not to steal informa-
tion, yet large losses could have been easily sustained if the attackers were so inclined.

The	applicability	of	VAr	to	real-world	security	scenarios	is	questionable	for	reasons	previ-
ously cited and should be subject to significant scrutiny before its adoption [7].

The earlier discussion is not meant to imply that meaningful assertions about the relative 
likelihood	of	a	future	security	incident	are	not	possible.	For	example,	the	likelihood	of	an	at-
tempted denial-of-service attack against a high-profile institution such as a bank would likely 
be higher than for a relatively unknown Mom and Pop store.

In	general,	information	security	attacks	against	specific	organizations	are	more	likely	be-
cause	of	the	existence	of	specific	risk	factors	such	as	their	Internet	presence,	the	value	of	the	
information they store, their political profile, and affiliations with specific individuals or enti-
ties. One can therefore safely say the potential for a future security incident is increased rela-
tive to other organizations based on one or more of these risk factors.

One	might	argue	that	there	is	an	increased	potential	for	attack	based	on	Internet	activity	
alone.	In	fact,	the	very	existence	of	network	connectivity	might	be	considered	a	risk	factor	for	
information compromise since sharing information is the very objective of a network. More-
over, anything that facilitates sharing increases the vulnerability to compromise.

One should not interpret the foregoing discussion as an excuse to ignore the likelihood 
component	of	risk	in	conducting	information	security	risk	assessments.	If	one	managed	to	
obtain data from a statistically significant sample of organizations relative to parameters such 

FIGURE 1.8 Loss distribution approach (LDA) for operational risk under the New Basel Capital Accord. 
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as network configurations, infrastructure, and the nature of existing security controls during 
successful attacks, one could make meaningful statements on the vulnerability as a function 
of scenario-specific parameters.

For	example,	a	statement	such	as	“60%	of	all	successful	computer	system	intrusions	oc-
curred	when	relevant	account	passwords	were	10	characters	or	less	in	length”	might	be	useful	
in developing a security strategy. This statistic would not necessarily demonstrate cause and 
effect, but it represents a strong correlation, and therefore should give a security risk manager 
plenty of food for thought.

It	is	true	that	certain	attackers	are	known	to	exploit	vulnerabilities	merely	because	they	are	
able	to	do	so	and	do	not	necessarily	have	a	reason	for	targeting	a	specific	entity.	however,	
in general, various risk factors such as those noted earlier increase an organization’s attrac-
tiveness as a target and should be factored into the overall assessment of the magnitude of 
information security risk.

SUMMARY

Threats	are	entities,	conditions,	or	phenomena	that	cause	harm,	damage,	and/or	loss.	risk	
is a fundamental characteristic of all threats, and is what makes a threat “threatening” to each 
organization.	It	therefore	provides	the	context	that	enables	prioritization	of	remediation	efforts.

risk	has	three	components:	impact,	vulnerability,	and	likelihood.	Impact	refers	to	the	im-
portance of a threat incident, vulnerability is the magnitude of potential loss or the exposure 
as a result of a threat incident, and likelihood is the probability of a future threat incident 
occurrence. Successfully evaluating the three components of risk enables the prioritization of 
risk mitigation efforts.

Importantly,	risk	factors	are	features	that	enhance	one	or	more	components	of	risk	with	
respect	to	a	specific	threat.	effective	risk	assessments	must	focus	on	identifying	the	spectrum	
of risk factors and identifying mitigation measures that address each of them with limits dic-
tated by the assessed risk and available resources.

Varied conditions and the lack of controlled experiments make predictions of future infor-
mation security threat incidents difficult. A risk-based and therefore contextual information 
security	policy	with	accompanying	IT	standards	should	provide	the	basis	for	rigorous	secu-
rity risk assessments.
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