This sample chapter describes the infrastructure requirements to prepare your system landscape for the SAP Business Suite on SAP HANA migration. It covers multiple methods for ensuring your environment is sized properly, and demonstrates some of the backup and recovery options available to you.
Running SAP Business Suite on SAP HANA requires infrastructure changes to your SAP landscape because new software components and hardware are installed within your landscape. In addition to ensuring that it’s sized appropriately, you need to ensure that it’s all backed up and recoverable.

3 Infrastructure Planning

Now that we’ve defined the project scope, you can focus on the decisions you’ll need to make about your infrastructure planning. For those customers whose SAP systems began as SAP NetWeaver 7.31 or above, minimal changes are required. For those customers whose SAP ERP systems were initially installed with SAP R/3 or SAP ERP 6.0 on SAP NetWeaver 7.0 and then upgraded over the years, you’ll have some more decisions to make. You’ll learn more about why SAP is recommending changes to the primary application server (PAS) and how to comply with those recommendations. What is an enqueue server, and why does SAP want it separate? We’ll cover this topic and talk about how it affects sizing. Additionally, if you were a customer who installed a Java stack in addition to the ABAP stack during your initial deployment of SAP ERP 6.0, we’ll highlight some of the changes required in your landscape before the migration to SAP Business Suite on SAP HANA. SAP doesn’t support the migration of a dual stack system to SAP HANA. We’ll cover the how and the why as it relates to your SAP Business Suite on SAP HANA migration.

Sizing your SAP Business Suite on SAP HANA environment will depend on the scope you identified in Chapter 2 and the architecture your team plans to deploy. In Chapter 1, you learned about some of the architecture options when running SAP Business Suite on SAP HANA, which we’ll expand upon in this chapter by explaining how each architecture option impacts your sizing requirement. SAP supports running the ABAP PAS on the same hardware as the SAP HANA database, which was previously not an option. We’ll break down the additive sizing requirements and discuss the potential benefits of this landscape to those customers with small- to medium-sized environments.
In addition to sizing, we’ll also explore some of the backup and recovery options available to SAP customers. There are numerous hardware vendor-provided solutions in addition to the capabilities provided by SAP. We’ll show you how to find those certified solutions and provide more details on out-of-the-box solutions. This chapter concludes with information on backup and recovery to support the best decision for your organization’s landscape.

### 3.1 Enqueue Server

The enqueue server is the function within SAP NetWeaver that maintains data about user locks in the lock table in memory; it keeps users operating day to day in SAP ERP without interrupting other users. When a user opens a purchase order, and the message is displayed that another user has the document locked, this is one function the enqueue server supports. Beginning with SAP NetWeaver 7.31 and continuing in SAP NetWeaver 7.4, SAP began splitting the enqueue services from the central instance by default. This means that new installations you delivered had two instances on the PAS host. One instance supports the ABAP dispatcher, work processes, gateway, Internet Communication Manager (ICM), and Internet Graphics Service (IGS), and the other instance supports the message server and enqueue server. If your system was originally an SAP R/3 system, or the initial install was done using a release prior to SAP NetWeaver 7.31, then all these functions were part of a single instance. There are, of course, exceptions. If your SAP ERP landscape was configured for High Availability (HA), it’s likely you already have a standalone enqueue server that is replicated to another host for failover purposes. If you’re already using the HA scenario with SAP NetWeaver 7.x, then no action is needed with the enqueue server. If you’re a customer with the integrated enqueue server on any version of SAP NetWeaver, then SAP recommends that you split the function from the central instance before the migration to SAP HANA. SAP specifically says:

*SAP strongly recommends using the standalone enqueue server as the better solution. The standalone enqueue server offers better performance and better scalability for large systems (two or more dialog instances). It is already the standard for all new installations and mandatory for high availability setups. In future releases, it will become mandatory for all systems.*

SAP does provide the tools you need to initially split the enqueue server from the central instance. Using the Software Provisioning Manager 1.0 (SWPM), you can split the instance with minimal application server downtime. Ideally, this is done in the weeks or months before the SAP Business Suite on SAP HANA migration. It’s a relatively low-risk activity because you’re not moving services to another server. You’re keeping the services local but splitting them from the primary instance for performance reasons. In Figure 3.1, you can visualize the changes being made to your system. The update also requires edits to the instance profile for the application servers.

---

**Note**

If you want to read SAP’s official statement in full, see SAP Note 2019532 – Performance of Integrated Enqueue Server, and SAP Note 2013043 – Performance Problems with Enqueue Work Process.

---

Figure 3.1: ABAP SAP Central Services Instance

Follow these instructions to split the enqueue server from the central instance:

1. Using the SWPM, launch the application on the PAS.
2. In the directory tree, choose <Your SAP NetWeaver Release> > <Your Database> • Additional SAP System Instances • Split Off ASCS Instance from Existing Primary Application Server Instance (see Figure 3.2).

3. Choose Typical as the Parameter Mode when prompted.

4. Enter the path to the SAP system profiles in the Profile Directory field shown in Figure 3.3, and click Next.

5. Input the Database ID (DBSID) and the Database Host, and click Next.

6. Define the path to the kernel media (which can be downloaded from the SAP Support Portal at http://support.sap.com/swdc), as shown in Figure 3.4.
7. The ports for the ABAP message server are read automatically. Validate, and click Next.
8. On the Summary step, verify all input. Clicking Show Detail will give you all parameters used. Then click Next, as shown in Figure 3.5.

9. The installer processes the information. During this time, the application server instances are restarted with new parameters.
10. When prompted, confirm the completion message.

3.2 Dual Stack Split

SAP no longer supports the update of dual stack systems with the SAP Business Suite. Dual stack systems are defined as a single SAP instance with both an ABAP AS and a Java AS sharing a single system ID and database. This increases maintenance of the system and decreases system performance. Fortunately, SAP provides the SWPM as part of the software logistics toolset (SL Toolset). This program provides a menu-driven wizard tool to export the Java stack, install a new Java stack, and then uninstall the Java stack from the ABAP system. Several options are available to you in terms of where the new Java instance resides. You can install the new Java instance on the same host(s) as the ABAP instance, or use this opportunity to dedicate a host for the Java instance, as shown in Figure 3.6. This answer depends on your current Java instance usage and current hardware sizing. Installing the Java stack on the same host requires additional resources because the new instance will have its own set of binaries, database, and lifecycle.

It’s worth noting that the Java stack split creates a completely separate Java instance with its own User Management Engine (UME). This means your SAP ERP (ABAP) users who previously could access the Java stack as part of SAP ERP will no longer have a user ID and password to the Java instance. However, the Java instance UME can be reconfigured to use the ABAP system as the UME, meaning
that the Java stack user management database can continue to reside within the ABAP stack.

**Note**
For the latest information on the SL Toolset, which includes SWPM and the Software Update Manager (SUM), check out the SAP Service Marketplace at http://service.sap.com/sltoolset. This site is dedicated to release information, installation guides, how to start/stop SAPINST, and direct access to downloads.

**Executing Dual Stack Split**

To execute the dual stack split, follow these steps:

1. After downloading the latest SWPM from SAP Service Marketplace, log on to the PAS with an administrative account.
2. Start SAPINST, and navigate via the menu to Dual-Stack Split. The first task you’ll execute is Export Java Stack, as shown in Figure 3.7.

3. Select the menu item, and click Next.
4. When prompted, enter the path to the SAP Profile Directory, and click Next.
5. Enter the Password of SAP System Administrator when prompted, and click Next.
6. Select the correct Database ID (DBSID), and click Next.
7. On the next screen, select the Export Location to store the Java export, and leave Manually Stop System checked, as shown in Figure 3.8. Typically, 10–20GB will suffice.

8. Select the option to let the SUM disable the Java stack using the profile parameter rdisp/j2ee_start=0. This doesn’t stop the system at this point, but it adds the required parameters to disable the Java stack from starting when you restart services. Check the Disable Application Server Java box, and then click Next.
9. On the Parameter Summary screen (see Figure 3.9), review all parameters, and click Next to begin the export process. You’ll need to manually stop SAP services when your team gives you permission.
10. At this point, the Java export occurs and should not be restarted until you install the new Java instance.

11. When prompted, stop SAP services, and click OK (see Figure 3.10). Note you only need to stop Java services within the dual stack system using Transaction SMICM.

12. Click OK. The export process continues, and the application server downtime begins for the dual stack split.

13. Verify the results on screen when presented with the completion message (see Figure 3.11).

14. Restart the SAP services using the command Stop SAP, or use the Microsoft Management Console (MMC).

15. Return to the SWPM by running SAPINST again. Navigate within the SWPM menu to Dual-Stack Split • <Database> • Move Java Database • Central System • Install Java System (see Figure 3.12).
16. When prompted, enter the Package Location of the Java export created in an earlier step (see Figure 3.13). Click Next.

17. Select Typical for the Parameter Mode, and click Next.

18. Enter the new Java System ID (SID) and the location for the new installation directory, which will contain the executables for the Java application server, as shown in Figure 3.14.

19. Assign a Master Password, and click Next. (Note that the default password for system accounts will be the master password.)

20. Input the SAP System Administrator and SAP System Service User passwords, and click Next (see Figure 3.15).
21. When prompted to select the Database to Use, click **Create New Database** (DBSID = SAPSID), and click **Next**.

22. For the **Expected System Size** section, select the system size based on the number of processor cores assigned to this instance (see Figure 3.16). Click **Next**.

23. In the **Software Package Request** section, enter the location of the **Java Component** media in the **Package Location** field (see Figure 3.17), which can be downloaded from [https://support.sap.com/swdc](https://support.sap.com/swdc).

24. When prompted, enter the administrator password for the previously exported Java system, and click **Next**.

25. Enter the location of the SAP Cryptographic Library to be used during the installation (see Figure 3.18). This library (or SAR file) can be downloaded per instructions from SAP Note 455033.
26. On the **Parameter Summary** screen, review the selected criteria and choose Next (see Figure 3.19).

27. When prompted, verify the ABAP stack is running, and click **OK** (see Figure 3.20).

28. Verify the results when prompted with a completion message (see Figure 3.21).
29. Return to the SWPM, and run SAPINST. Navigate within the SWPM menu to **Dual-Stack Split** • **<Database>** • **Move Java Database** • **Central System** • **Remove Java Stack from Dual-Stack System** (see Figure 3.22).

30. Enter the path to the ABAP system **SAP Profile Directory** (see Figure 3.23). Click Next.
31. Enter the **Password of SAP System Administrator** for the ABAP stack.
32. Next select the **Database ID (DBSID)** for the ABAP system. Click Next.
33. Verify the selection criteria on the **Parameter Summary** screen, and click Next to begin the removal process (see Figure 3.24).
34. On completion of the task, verify the results when prompted (see Figure 3.25). Click OK.

Figure 3.25 Verification of Completion Message from Software Provisioning Manager

35. Confirm the new Java system is running by executing StartSAP as the new Java <SID>ADM user account or by opening MMC to confirm the new instance is running (see Figure 3.26).

Figure 3.26 New Java System Displayed and Running

Separating the ABAP and Java stack is a requirement that must be completed prior to starting the migration to SAP Business Suite on SAP HANA. These procedures can be executed weeks or months in advance of the migration project. Keep in mind that the screenshots and process in this section assumed no changes in the hardware. The Java instance was separated but remains on the same application servers. This approach limits the amount of change so that testing can be focused at the application layer. If you so choose, you could split the Java stack and move the application server to new hardware or a virtualized OS.

3.3 Sizing

Is SAP sizing more art than science? Some consultants think so. SAP has provided clear guidelines on most if not all components, and while there are spot solutions with fuzzy sizing guidelines, the primary components are well documented. SAP also assumes additive sizing. Do you want to run the ABAP application server on the same host (appliance) as the SAP HANA database? Yes, it’s supported. And yes, you add the sizing requirements together (ABAP + SAP HANA) to get the total size required. Keep in mind that sizing isn’t done in a silo, and it’s not done just once. During your SAP Business Suite on SAP HANA migration project, you’re going to learn a lot, and you’ll have performance data from all the regression tests. Ideally, you’ll mitigate the risk of a bad sizing by running a load test before you go-live.

In the beginning, you’ll use the ABAP report provided by SAP to perform a SAP Business Suite on SAP HANA sizing from your production system. This provides an estimate for main memory requirements of the SAP HANA database but won’t provide an estimate of SAPS (processing power) required for the application servers. At the start of your project, your sandbox will likely have one PAS connected to a SAP HANA appliance. This might be true for development as well because the load will be small. As your project moves forward, we typically see customers with QA environments that closely match their production environments. This QA landscape that closely resembles production is the ideal environment for a load test. Let’s explore some of the sizing methods available to you as a customer. And remember—most hardware partners have an SAP sizing competency center that can help you as well.

What are SAPS?

SAP Application Performance Standard (SAPS) is a hardware-independent unit of measurement that defines the performance of a system operation in the SAP environment. It was created to independently measure performance across different types or processors.
3.3.1 Ballpark Sizing

There is a formula you can use very easily to calculate the approximate size of the SAP HANA appliance you’ll need for your SAP Business Suite on SAP HANA migration. It first requires the size of your existing database, which you can retrieve using Transaction DB02. The recommendation from SAP is that you take half of the size of your disk-based database, include a safety buffer of 20%, and add 50GB for the repository, stack, and other services. Let’s look at an example:

1. Log on to your SAP ERP system with a valid user ID and password.
2. Run Transaction DB02, and note the database size displayed (see Figure 3.27).

Using SAP’s formula, you can calculate the approximate size of your SAP HANA database. In this example, this roughly calculates a SAP HANA database of 201GB:

\[
\text{HANA DB Size} = \frac{253\text{GB}}{2} \times 1.2 + 50\text{GB}
\]

3.3.2 SAP Sizing Report for SAP Business Suite on SAP HANA

If your system is already running SAP ERP 6 EHP 7 with the latest versions of the ST-PI ABAP add-on component, then the SAP Business Suite on SAP HANA sizing report already exists in your system. SAP has provided updates to the program, which can be downloaded to your system by implementing SAP Note 2175150 – Suite on SAP HANA Memory Sizing Report. After you’ve downloaded and implemented the SAP Note, follow these instructions:

1. Log on to your SAP ERP system with a valid user ID and password.
2. Run Transaction SE38, and input the program name “/SDF/HDB_SIZING”. Click Execute.
3. By default, you’ll leave the List of Tables fields blank because you want to get the size for the entire system.
4. Uncheck Sizing for SAP Simple Finance 2.0 (alternate name: Sizing for SAP S/4HANA Finance) because you’re sizing for the migration only. Your team will need to size for SAP S/4HANA Finance later.

**Note**

If you need to size SAP HANA Enterprise for specific tables in SAP ERP, you can use the same program. If your organization wants to implement the SAP HANA sidecar scenario, you can specify the exact tables to be included and get a good sizing for those specific objects.

5. Under Technical options, enter the Number of parallel dialog processes you want to use. Leaving this with the default of 1 will result in extremely long runtimes.
6. After you make your selections, select **Program • Execute in Background**, as shown in Figure 3.28.

7. After the background job completes, you’ll see the created spool file.

8. In Figure 3.29, you can see the as-is requirement for this example system on SAP HANA will be 135GB of main memory. If we add in a 20% safety buffer, then we arrive at a requirement of 162GB of memory. That is about 40GB less than our ballpark estimate for the same system.
3.3.3 SAP QuickSizer

The SAP QuickSizer is another tool you can use to accurately size your SAP Business Suite on SAP HANA environment. There are two means of performing a sizing within the QuickSizer: user-based sizing and throughput-based sizing. The latter requires more time and effort. User-based sizing is a count of users by activity type (more on that shortly). Throughput-based sizing focuses on the quantity of documents within your systems and the frequency at which they occur. Getting this information will take time, but it can provide an extremely accurate sizing estimate. However, as we’ve said before, the only way to mitigate the risk of a potentially bad sizing is to perform a performance test of the target landscape before go-live. If your team doesn’t have the capacity to perform a throughput sizing, you can mitigate this risk with a performance test. Our goal with this section is to provide you with enough detail to understand the effort required and where to find more information on the QuickSizer.

A user-based sizing will give you the quickest time to a number, which you can then provide to a hardware vendor. User-based sizing breaks down users into three categories by user activity type because not all users are created equal. The QuickSizer also lets you enter user counts by time period. If your organization operates in multiple time zones, this feature will let you input user activity at varying times in the day. User-based sizing also has a field to capture data retention period by module. In the following examples, we entered a value of 84 months or 7 years. This is only an example, and ideally your organization has some data retention policy you can reference when completing these steps.

Here’s a summary of the user activity types you can use in user-based sizing:

- **Low-activity user**
  This user is an informational or executive user in SAP ERP. These users perform 10 dialog steps within an hour.

- **Medium-activity user**
  This user is someone whose daily job duties primarily occur in SAP ERP, for example, accountants, clerks, shop floor workers, and so on. These users perform 120 dialog steps an hour or one click in SAP ERP every 30 seconds during work hours.

- **High-activity user**
  This is a heavy user of the system, for example, customer service agents, data entry users, or system administrators. These users perform 360 dialog steps in an hour or one click every 10 seconds in SAP ERP.

You can easily find the activity level of users within your system by following these steps:

1. Log on to SAP ERP with a valid user ID and password.
2. Run Transaction ST03N.
3. From the upper-left area, expand the node **Workload • Total • Month**, and double-click the last full month of data.
4. Double-click **Workload Overview** under **Analysis Views** in the lower-left area.
5. Select the **User** tab to see the user types by activity, as shown in Figure 3.30.

![Figure 3.30 Users Listed by Activity Type](image)

Now, you’ll notice the rules give you the activity type by user but don’t break it down by functional area. Your team will have to determine this. You can look at...
logons for the month analyzed to develop a list of users that you’ve assigned to a primary functional area. You know that users typically don’t work within one module, so you need to identify the primary functional area they are responsible for.

When accessing the Quick Sizer, you’ll notice your customer number and a project name displayed. These are important identifiers because after your sizing estimation is complete, you can share your Quick Sizer report directly with certified SAP hardware providers or other individuals in your company. The project name can be any text value that you associate with the project activity (i.e., SAP HANA Migration).

You’ll also notice in the Quick Sizer that your project will have a status value. When setting your project to GoingLive, this will enable integration between your SAP Enterprise Support service called the GoingLive Analysis with the Quick Sizer project. SAP Support will essentially review your sizing project and then compare it to the actual hardware you’ve deployed. This ensures that your actual system will meet the needs of the sizing you estimated.

Accessing Quick Sizer

To access Quick Sizer, follow these steps:

1. Log on to the SAP Support Portal via the direct link to the SAP HANA version of the Quick Sizer at [http://service.sap.com/hanaqs](http://service.sap.com/hanaqs).

2. On the initial screen, enter a **Project Name**, and click **Create Project**, as shown in Figure 3.31.

![Figure 3.31 Example Entry Screen for the SAP HANA Version of the Quick Sizer](image)

3. Initially, the **PROJECT SANDBOX** screen appears with several helpful items displayed (see Figure 3.32). Click **HARDWARE VENDORS** to get contact information for the SAP sizing competency center for each vendor.

4. Click **QUICK SIZER TOOL DOCUMENTATION** to access the guide to using the tool.

5. In the **NEW SYSTEM/SYSTEM EXTENSION** section, you must decide between **NEW SAP BUSINESS SOLUTION/SOFTWARE COMPONENT** and **SAP BUSINESS SOLUTION/SOFTWARE COMPONENT EXTENSION**. If you size as a new solution, your hardware can tell you what existing hardware will support what you’ve sized.

6. The **PLATFORM AND COMMUNICATION**, **SYSTEM AVAILABILITY**, and **NETWORK INFRASTRUCTURE** sections are optional. They help provide the hardware vendor and SAP with more background information.

![Figure 3.32 Project Information Screen in the Quick Sizer](image)

7. If you look to the left of your screen, you can see a navigation tree with multiple components under SAP BUSINESS SUITE on SAP HANA.

8. The items you select will depend on the scope within your organization’s SAP ERP environment. In the example in Figure 3.33, there is data for a user-based

9. In Figure 3.33, you can see that we entered a total of 100 Logistics users, with a data retention of 84 months for this example. We entered similar data for the other SAP ERP components to simulate a sizing for a system with 600 active users.

10. Click on Calculate Result at the top of the screen to see a summary of the sizing (see Figure 3.34).

In Figure 3.34, we used the default of 220 workdays per year, with the average workday running from 9AM to 6PM, and peak load occurring from 9AM to 11AM and 1PM to 2PM. Based on the 600 users we entered, with a retention period of 84 months for SAP ERP, the Quick Sizer believes we will need a SAP HANA appliance with essentially 1TB of capacity to support both our user load and data volumes. We also get a SAPS number for the application server in the sizing summary. The Quick Sizer doesn’t know if our ABAP AS will be on the same hardware as SAP HANA or separate. We would add these values together if they will be installed on the same host.

Sizing your new SAP Business Suite on SAP HANA system using the Quick Sizer can get very complicated if you move into the throughput-based sizing method. Using this sizing method, you need to capture or estimate specific activity within your SAP ERP system. If you believe you require this level of sizing, we recommend engaging a certified SAP sizing professional either through SAP or one of its certified partners.
In this section, we described how to perform initial sizing estimations, how to execute the ABAP report for SAP Business Suite on SAP HANA sizing, and how to perform the user-based sizing method using the Quick Sizer. SAP and its certified hardware partners are available to support your organization through this process. Uncertainty as to what hardware you need to migrate SAP Business Suite on SAP HANA can be easily remedied by using the solutions described in this chapter and engaging your hardware partner early in the process. SAP sizing tools exist to ensure success at your go-live. This isn’t a process you’ll only execute once during the project. As you continue to learn during the upgrade and migration process, you’ll need to add reminders throughout your project to revalidate the sizing that was completed. And, don’t forget, you can mitigate risk due to a bad sizing by running a performance test during your project.

Note
For even more information on SAP sizing, training events, and how-to guides, see the SAP Service Marketplace at https://service.sap.com/sizing. Click on the SAP HANA Quick Sizer link to access the SAP Business Suite on SAP HANA sizing tool.

3.4 Backup and Recovery

When SAP HANA was initially released and touted as an in-memory database, the IT person in all of us wondered how data in-memory is handled when the system crashes. Rest assured, SAP thought of this well before releasing SAP HANA to the public. SAP HANA is an in-memory database that also uses persistent storage. This allows you to backup and recover the database just like any other database on the market. You have graphical, command-line, and third-party backup tools that enable you to recover when the power is cut, a disk drive fails, or an entire data center has a catastrophe. Both data and log backups are completed online, with negligible impact to the users. Parameters in SAP HANA are set by default, but customers can change these to determine their own recovery point objective (RPO). Focusing on your SAP Business Suite on SAP HANA migration project, we’ll cover the backup and recovery scenarios that are specific to a scale-up scenario or a single node. SAP Business Suite on SAP HANA isn’t yet supported on a scale-out scenario, so we’ll avoid the backup and recovery options for a multi-node environment. We’ll also point out where you can enable third-party backup options, but we won’t cover those vendor tools specifically. The concepts we’ll cover apply to both SAP HANA-provided tools and third-party tools.

Note
Want to know more about available third-party certified backup options? Go to http://global.sap.com/community/ebook/2013_09_adpd/enEN/search.html, and enter “hana-brint” into the search box. A list of currently certified partners will be displayed.

3.4.1 Backups

Your organization’s backup strategy will be a combination of SAP recommendations, industry best practices, and lessons learned from operating an SAP ERP system in your environment. SAP supports data backups, storage snapshots, and log backups. These backups can be used to recover the system in the event of failure to the most recent point in time or a specific point in time, or they can be used as the source for a system copy. The backup and recovery function will be performed and set up by your SAP NetWeaver (Basis) administrators in coordination with the infrastructure team that supports the backup devices and storage solutions (ideally, the SAP NetWeaver administrator attended the HA200 class we talked about earlier). SAP recommends a backup strategy that leverages all types of backups available, specifically, a daily storage snapshot, automatic log backups, and a complete data backup once a week. In the event of a failure during the week, you can either restore from the nightly storage snapshot or from the complete data backup, and then read the logs from the automatic log backup. If you have a failure in your storage solution, the storage snapshot won’t be available, but the complete data backup will be because you would have saved it to a location other than the local SAP HANA system. Leveraging all backup types mitigates risk and dependencies on a single component of the backup solution.

As you dig into the administration, backup, and recovery of SAP HANA, you’ll see references to the savepoint. As we mentioned, SAP HANA persists data on disk. During normal operations, changed data is automatically saved from memory to disk at regular savepoints. The time period for the savepoint is set by default to every five minutes, but this value can be changed. So, every five minutes, the savepoint is defined, and data is written to disk. If you think about a system restart, the savepoint reduces the time to restart because it doesn’t have to read all redo log files. Only those redo logs that occurred after the most recent savepoint...
need to be read after a system restart. It’s important to know that savepoints are written asynchronously by each service within SAP HANA. A global savepoint is a consistent collection of savepoints for all services in the system. For example, a global savepoint is written when you start a complete data backup. The point here isn’t to make you an expert at SAP HANA database backup and recovery, but instead to talk about critical components of the backup mechanisms. If during your SAP Business Suite on SAP HANA migration, you begin to see errors related to the savepoint, you now know this is related to the ability to recover or restore your system.

Note
Want to become an SAP HANA backup expert? Check out the SAP HANA Administration book (SAP PRESS, 2014). Or see more by going to http://help.sap.com and choosing Technology Platform • SAP HANA Platform • System Administration and Maintenance Information • SAP HANA Administration Guide.

Now let’s walk through a system backup using SAP HANA Studio:
1. Be sure to download and install SAP HANA Studio from the SAP Software Download Center at https://support.sap.com/swdc. Then choose Support Packages & Patches • A-Z Products • H • SAP HANA PLATFORM EDITION • SAP HANA PLATFORM EDIT. 1.0 • Entry by Component • HANA Studio.
2. Launch the SAP HANA Studio, select File • New • Folder, and give the folder a name. The folder is a logical grouping of systems. You can have one folder for the entire landscape or one folder per Software Development Lifecycle (SDLC) phase (development, QA, production). The folder only exists locally.
3. Right-click the folder you created, and click Add System. Enter the server name, instance number, and a description. Click Next.
4. Choose Authentication by Database User, and enter the credentials given to you by your SAP HANA installer. Click Finish after you’ve entered the user ID and password.
5. Right-click the system you added, and select Logon.
6. Right-click the Backup folder, and select Open Backup Console, as shown in Figure 3.35.

7. The initial screen displays backups in progress, if any, and the most recent successful backup. Click the Backup Catalog tab to see the backup history detail.
8. If you want to run a backup now, then right-click the Backup folder and select Back Up System, as shown in Figure 3.36.
9. Review the parameters on the Specify Backup Settings screen. Adjust the Backup Destination or Backup Prefix if required (see Figure 3.37). Click Next.

![Figure 3.37 Default Backup Location and Description](image1)

10. On the next screen, confirm the settings, and then click Finish.
11. You get a message that the backup is running (see Figure 3.38). Wait for the status to update, and then click Close.

![Figure 3.38 Backup Status Displayed during the Backup Execution](image2)

12. Confirm the results, and click Close.

What we’ve shown covers a system backup. The automatic log backup functionality will facilitate the log backups to the specified directories in the GLOBAL.INI.

We’ve only covered the very basic backup scenario you would use during the initial phases of your project. Your backup strategy will need to be automated, which is supported by SAP HANA out of the box. All backups and restores can be run from the command line in addition to SAP HANA Studio, the Database Administration Cockpit (DBA Cockpit), or the SAP Database Control Center (DCC; more on this in Chapter 9). Thankfully, SAP has provided an excellent backup script and documentation on how to use that script with Cron in Linux. Attached to SAP Note 1651055 – Scheduling SAP HANA Database Backups in Linux, you’ll find two files. One file is a compressed file with the script and configuration file. The second is a PDF document describing the usage of the backup script. The script can perform multiple functions related to backup paths, naming conventions, retention periods, backup catalog maintenance, and listing backups available. Figure 3.39 is an example from our lab environment. In this example, we keep two days of backups on a shared storage. For good measure, we move one backup to a cloud location daily. This ensures that we can restore in the event of an appliance or storage failure.

![Figure 3.39 Retaining Backups for Two Days Using the Retention Parameter](image3)

### 3.4.2 Recovery

The recovery tools in SAP HANA include features you expect from a modern database. You can recover to the latest point in time or a specific point in time, and you can use the recovery tools to restore to a new system to create a copy of the database. Unlike backups that can be run while the database is operational, the recovery process must be done while the database is shut down. Here are some other restrictions that apply when attempting to recover a database:
At the start of the recovery, all data and log backup files must be accessible in the system or via the third-party backup tool.

To recover the database, you need at least one full database backup.

The recovery must be executed on a system that is the same release or higher than the source system.

You can’t pause and resume a restore. After the restore starts, you can cancel; however, the database will be left in an inconsistent state.

There are no restrictions on restores from multinode systems to single-node systems or the reverse.

The permanent license is restored if the system ID and landscape ID haven’t changed. If either has changed, a temporary license will be installed that is valid for 90 days.

In Figure 3.40, you can see three options to recover your SAP HANA database. During the SAP Business Suite on SAP HANA project, you may want to restore the database in multiple scenarios.

Figure 3.40 Example Restore Scenarios

In one example, you might want to run your cutover procedures multiple times to develop the shortest execution strategy. In this scenario, you complete an SAP Business Suite on SAP HANA migration, take a full backup, and then let your team execute the cutover plan. After they finish, you can validate the system. If the timing was too long, or something wasn’t correct, you’ll need to restore the database and try again. Without the backup and restore scenario, you would have to run the entire migration again. Another scenario includes a QA refresh after the production go-live. In this scenario, you execute your go-live cutover procedures and system validation, and right before you release the system to the end users, you take a backup. You then restore that backup to the QA system as a system copy to provide a working copy of production to support defect resolution.

Your SAP NetWeaver administrators will become very familiar with your backup and restore process. Now, let’s walk through an example database restore using SAP HANA Studio. There are command-line options to perform the restore as well.

1. Log on to the SAP HANA database using SAP HANA Studio, which you downloaded and installed in Section 3.4.1.
2. Right-click the SAP HANA database using SAP HANA Studio, and select "Backup and Recovery • Recover System" (see Figure 3.41).
3. Enter the <SID>ADM user ID and password if prompted.
4. Confirm that the database can be shut down.
5. Specify the recovery type by selecting Recover the database to the following point in time to simulate the restore you might run during the project (see Figure 3.42).

6. Click Next, and choose the Locations of the backups (see Figure 3.43). You can add multiple locations here, for example, the “cold” storage location.

7. An overview of the data backups is displayed (see Figure 3.44). You can manually input an Alternative Location, and then click Check Availability.

8. Select the data backup, and choose Next.

9. The wizard now lets you choose some additional options. You can select Use Delta Backups to potentially shorten the restore time if they are available.

10. Click Next after you’ve confirmed your options (see Figure 3.45).
11. Review the summary screen, and click Finish to begin the restore. You should see a progress screen like the one shown in Figure 3.46.

12. If successful, you’ll see the message System <SID> recovered (see Figure 3.47). Click the Close button, and confirm that SAP HANA services have been started.

### 3.5 Summary

In this chapter, we focused on some of the infrastructure requirements needed to prepare your landscape for the SAP Business Suite on SAP HANA migration. Your organization will need to manage multiple types of change during the project.
Your technical team will be managing a new hardware platform, learning to manage a new database, and potentially making changes to a landscape that has been stable for several months or years. These will be challenging times. However, you can mitigate risk by following the guidelines and best practices published by SAP. Performing the ABAP and Java stack split early on, in addition to the enqueue server split, will save time and reduce risk during the actual migration to SAP Business Suite on SAP HANA.

In the sizing section, you learned about the varied sizing activities you can perform. You can initially perform a rough sizing; however, the ABAP report provided by SAP is so simple to install there really isn’t a need to guess. It estimates the required size of the SAP HANA appliance from your current production environment, to which you can add the SAP recommended 20% for safety purposes. Finally, in the sizing section, we talked about the user-based and throughput-based sizing. The user-based sizing requires more time than the ABAP report because you need to sort your users by functional area into activity types. The more accurate throughput-based sizing requires significantly more effort due to the extensive data you need to collect about your organization. Remember that bad sizing estimates can be mitigated by running a performance test during your project. Performance testing tools can now be purchased on a term basis (e.g., 60 days), utilized for the project, and then decommissioned after your project is complete. The performance test is the insurance policy for not collecting or focusing enough energy on a throughput sizing.

We ended the infrastructure topic on backup and recovery. While this section was merely an introduction to the options available with SAP HANA SP 09, you should now appreciate how important those tasks will be to your project. Depending on your landscape strategy (five-system or four-system), your team might be performing several restores or system copies over the life of the project. The features we covered in this chapter were focused on SAP HANA SP 09 and below. We know that SAP has planned innovations in SP 10 to include new backup types and capabilities, but your SAP Business Suite on SAP HANA backup and recovery strategy probably won’t need to change unless the business is asking for higher Service Level Agreements (SLAs). You still have the ability to perform periodic weekly, monthly, and ad hoc full backups whenever required. The policy governing when and why SAP ERP is backed up won’t change. However, the procedures and documentation of the tools will need updating.
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TP log, 223
Transaction, 40, 374, 400, 491, 505, 511
/installation
NSPRO, 545
ABST, 525
ABST2, 525
ASSUSER, 190
ARQY, 511
CRR_CONTROL, 218
DBOS, 140, 303
DBACRYPT, 315, 462, 502, 510
F110, 511
FAGLL03H, 511
FBL3H, 511
FBL5H, 511
FBL1H, 511
GAEC, 525
HDVIEWS, 508
<table>
<thead>
<tr>
<th>Transaction (Cont.)</th>
<th>KEPM, 511</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMDB, 194, 202</td>
<td></td>
</tr>
<tr>
<td>MB51, 512</td>
<td></td>
</tr>
<tr>
<td>MB52, 512</td>
<td></td>
</tr>
<tr>
<td>MB5L, 512</td>
<td></td>
</tr>
<tr>
<td>MIDO, 512</td>
<td></td>
</tr>
<tr>
<td>MIGO, 512</td>
<td></td>
</tr>
<tr>
<td>MIRO, 512</td>
<td></td>
</tr>
<tr>
<td>AMBE, 512</td>
<td></td>
</tr>
<tr>
<td>KS47, 318</td>
<td></td>
</tr>
<tr>
<td>RZ10, 296</td>
<td></td>
</tr>
<tr>
<td>RZ70, 304</td>
<td></td>
</tr>
<tr>
<td>SA38, 303, 312</td>
<td></td>
</tr>
<tr>
<td>SA7, 502</td>
<td></td>
</tr>
<tr>
<td>SCI, 486, 492</td>
<td></td>
</tr>
<tr>
<td>SE11, 304, 550</td>
<td></td>
</tr>
<tr>
<td>SE14, 304, 318</td>
<td></td>
</tr>
<tr>
<td>SE16, 53, 507</td>
<td></td>
</tr>
<tr>
<td>SE38, 424</td>
<td></td>
</tr>
<tr>
<td>SENG, 424</td>
<td></td>
</tr>
<tr>
<td>SFW5, 42, 513</td>
<td></td>
</tr>
<tr>
<td>SGEN, 303, 586</td>
<td></td>
</tr>
<tr>
<td>SICK, 296</td>
<td></td>
</tr>
<tr>
<td>SM_WORKCENTER, 72, 89, 191, 393</td>
<td></td>
</tr>
<tr>
<td>SM13, 286, 288, 317</td>
<td></td>
</tr>
<tr>
<td>SM36, 299</td>
<td></td>
</tr>
<tr>
<td>SM27, 58, 322, 514</td>
<td></td>
</tr>
<tr>
<td>SM62, 287, 318</td>
<td></td>
</tr>
<tr>
<td>SMGW, 316</td>
<td></td>
</tr>
<tr>
<td>SMICM, 128</td>
<td></td>
</tr>
<tr>
<td>SNOTE, 312</td>
<td></td>
</tr>
<tr>
<td>SOLAR01, 86, 378</td>
<td></td>
</tr>
<tr>
<td>SOLMAN_SETUP, 190, 379, 453</td>
<td></td>
</tr>
<tr>
<td>SPAU, 65, 282, 293</td>
<td></td>
</tr>
<tr>
<td>SPAU_ENH, 293</td>
<td></td>
</tr>
<tr>
<td>SPDD, 65, 282</td>
<td></td>
</tr>
<tr>
<td>SPRO, 410, 525</td>
<td></td>
</tr>
<tr>
<td>SPUMG, 55</td>
<td></td>
</tr>
<tr>
<td>SQLM, 503</td>
<td></td>
</tr>
<tr>
<td>STDIN, 145, 496, 512</td>
<td></td>
</tr>
<tr>
<td>STD4, 168, 179</td>
<td></td>
</tr>
<tr>
<td>ST05, 502</td>
<td></td>
</tr>
<tr>
<td>ST12, 502</td>
<td></td>
</tr>
<tr>
<td>STAD, 499</td>
<td></td>
</tr>
<tr>
<td>STM5, 301</td>
<td></td>
</tr>
<tr>
<td>SU10, 320</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transaction (Cont.)</th>
<th>SWLT, 504</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCCHECK, 54</td>
<td></td>
</tr>
<tr>
<td>V23, 516</td>
<td></td>
</tr>
<tr>
<td>VA01, 374, 378</td>
<td></td>
</tr>
<tr>
<td>VA05, 516</td>
<td></td>
</tr>
<tr>
<td>VA15, 516</td>
<td></td>
</tr>
<tr>
<td>VA25, 516</td>
<td></td>
</tr>
<tr>
<td>VA45, 516</td>
<td></td>
</tr>
<tr>
<td>VF05, 516</td>
<td></td>
</tr>
<tr>
<td>VF31, 516</td>
<td></td>
</tr>
<tr>
<td>Transparent tables, 312</td>
<td></td>
</tr>
<tr>
<td>Transport, 393, 422–423, 426, 482</td>
<td></td>
</tr>
<tr>
<td>Transport Management System (TMS), 301, 365, 420</td>
<td></td>
</tr>
<tr>
<td>Troubleshooting, 366, 434, 465</td>
<td></td>
</tr>
<tr>
<td>Two-factor authentication, 167</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>U</th>
<th>Unicode, 52, 54, 309, 586</th>
</tr>
</thead>
<tbody>
<tr>
<td>status, 52</td>
<td></td>
</tr>
<tr>
<td>Universal Journal, 522</td>
<td></td>
</tr>
<tr>
<td>Universal Journal -&gt; ADOCA, 522</td>
<td></td>
</tr>
<tr>
<td>Unprocessed updates, 317</td>
<td></td>
</tr>
<tr>
<td>Upgrade Dependency Analyzer (UDA), 59–60, 586</td>
<td></td>
</tr>
<tr>
<td>Uptime, 586</td>
<td></td>
</tr>
<tr>
<td>Usage and Procedure Logging (UPL), 91, 378, 385, 390</td>
<td></td>
</tr>
<tr>
<td>data collection, 390</td>
<td></td>
</tr>
<tr>
<td>extraction, 386</td>
<td></td>
</tr>
<tr>
<td>extractors, 388</td>
<td></td>
</tr>
<tr>
<td>Usage rights, 378</td>
<td></td>
</tr>
<tr>
<td>User Acceptance Test (UAT), 167, 172, 174</td>
<td></td>
</tr>
<tr>
<td>User interface enhancements, 505</td>
<td></td>
</tr>
<tr>
<td>User Management Engine (UME), 125, 586</td>
<td></td>
</tr>
<tr>
<td>User-based sizing, 148</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V</th>
<th>Value Help views, 547</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual memory, 31</td>
<td></td>
</tr>
</tbody>
</table>
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