Among our clients about 80 percent of large corporations utilize automated software-estimation tools. About 30 percent utilize two or more automated estimation tools, sometimes for the same project. About 15 percent employ cost-estimating specialists. In large companies, manual estimates are used primarily for small projects below 500 function points in size or for “quick and dirty” estimates where high precision is not required.

However, for small companies with less than 100 software personnel, only about 25 percent utilize automated software-estimation tools. The primary reason for this is that small companies only build small software projects, where high-precision estimates are not as important as for large systems.

Software cost estimates can be created in a number of different fashions. In order of increasing rigor and sophistication, the following six methods of estimating software costs are used by corporations and government groups that produce software.

- Manual software-estimating methods
  1. Manual project-level estimates using rules of thumb
- Automated software-estimating methods
  1. Automated project-level estimates (macro-estimation)
  2. Automated phase-level estimates (macro-estimation)
  3. Automated activity-level or task-level estimates (micro-estimation)
The most accurate forms of software cost estimation are the last ones in each set: cost estimating at either the activity or the task level. Only the very granular forms of software cost estimation are usually rigorous enough to support contracts and serious business activities. Let us consider the pros and cons of each of these six estimating methods.

Overview of Manual Software-Estimating Methods

Manual estimates for software projects using simple rules of thumb constitute the oldest form of software cost estimation, and this method is still the most widely used, even though it is far from the most accurate.

An example of an estimating rule of thumb would be “Raising the function point total of an application to the 0.4 power will predict the schedule of the project in calendar months from requirements until delivery.” Another and more recent example would be “for a story that contains five story points, it can be coded in 30 hours of ideal time.”

Examples of rules of thumb using the lines-of-code-metrics might be “JAVA applications average 500 non-commentary code statements per staff month” or “JAVA applications cost an average of $10 per line of code to develop.”

About the only virtue of this simplistic kind of estimation is that it is easy to do. However, simplistic estimates using rules of thumb should not serve as the basis of contracts or formal budgets for software projects.

Manual phase-level estimates using ratios and percentages are another common and long-lived form of software estimation. Usually, the number of phases will run from five to eight, and will include such general kinds of software work as: (1) requirements gathering, (2) analysis and design, (3) coding, (4) testing, and (5) installation and training.

Manual phase-level estimates usually start with an overall project-level estimate and then assign ratios and percentages to the various phases. For example, suppose you were building an application of 100 function points, or roughly 10,000 COBOL source code statements in size. Using the rules of thumb from the previous example, you might assume that if this project will average 500 source code statements per month, then the total effort will take 20 months.

Applying typical percentages for the five phases previously shown, you might next assume that requirements would comprise 10 percent of the effort, analysis and design 20 percent, coding 30 percent, testing 35 percent, and installation and training 5 percent.

Converting these percentages into actual effort, you would arrive at an estimate for the project that showed the following:
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<table>
<thead>
<tr>
<th>Requirements</th>
<th>2 staff months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis and design</td>
<td>4 staff months</td>
</tr>
<tr>
<td>Coding</td>
<td>6 staff months</td>
</tr>
<tr>
<td>Testing</td>
<td>7 staff months</td>
</tr>
<tr>
<td>Installation</td>
<td>1 staff month</td>
</tr>
<tr>
<td>TOTAL</td>
<td>20 staff months</td>
</tr>
</tbody>
</table>

The problems with simple phase-level estimates using ratios and percentages are threefold:

- The real-life percentages vary widely for every activity.
- Many kinds of software work span multiple phases or run the entire length of the project.
- Activities that are not phases may accidentally be omitted from the estimate.

As an example of the first problem, for small projects of less than 1000 lines of code or 10 function points, coding can total about 60 percent of the total effort. However, for large systems in excess of 1 million lines of code or 10,000 function points, coding is often less than 15 percent of the total effort. You cannot use a fixed percentage across all sizes of software projects.

As an example of the second problem, the phase-level estimating methodology is also weak for activities that span multiple phases or run continuously. For example, preparation of user manuals often starts during the coding phase and is completed during the testing phase. Project management starts early, at the beginning of the requirements phase, and runs throughout the entire development cycle.

As an example of the third problem, neither quality assurance nor technical writing nor integration are usually identified as phases. But the total amount of effort devoted to these three kinds of work can sometimes top 25 percent of the total effort for software projects. There is a common tendency to ignore or to underestimate activities that are not phases, and this explains why most manual estimates tend toward excessive optimism for both costs and schedules.

The most that can be said about manual phase-level estimates is that they are slightly more useful than overall project estimates and are just about as easy to prepare. However, they are far from sufficient for contracts, budgets, or serious business purposes.

The third form of manual estimation, which is to estimate each activity or task using a formal work-breakdown structure, is far and away the most accurate of the manual methods.
This rigorous estimating approach originated in the 1960s for large military software projects and has proven to be a powerful and effective method that supports other forms of project management, such as critical path analysis. (Indeed, the best commercial estimating tools operate by automating software estimates to the level of activities and tasks derived from a work-breakdown structure.)

The downside of manual estimating via a detailed work-breakdown structure of perhaps 50 activities, or 250 or so tasks, is that it is very time consuming to create the estimate initially, and it is even more difficult to make modifications when the requirements change or the scope of the project needs to be adjusted.

Overview of Automated Software-Estimating Methods

The first two forms of automated estimating methods are very similar to the equivalent manual forms of estimation, only faster and easier to use. The forms of automated estimation that start with general equations for the staffing, effort, and schedule requirements of a complete software project are termed macro-estimation.

These macro-estimation tools usually support two levels of granularity: (1) estimates to the level of complete projects, and (2) estimates to the level of phases, using built-in assumptions for the ratios and percentages assigned to each phase.

Although these macro-estimation tools replicate the features of manual estimates, many of them provide some valuable extra features that go beyond the capabilities of manual methods.

Recall that automated software-estimation tools are built on a knowledge base of hundreds, or even thousands, of software projects. This knowledge base allows the automated estimation tools to make adjustments to the basic estimating equations in response to the major factors that affect software project outcomes, such as the following:

- Adjustments for levels of staff experience
- Adjustments for software development processes
- Adjustments for specific programming languages used
- Adjustments for the size of the software application
- Adjustments for work habits and overtime

The downside of macro-estimation tools is that they do not usually produce estimates that are granular enough to support all of the important software-development activities. For example, many specialized activities tend to be omitted from macro-estimation tools, such as the...
production of user manuals, the effort by quality-assurance personnel, the effort by database administrators, and sometimes even the effort of project managers.

The automated estimating tools that are built upon a detailed work-breakdown structure are termed micro-estimating tools. The method of operation of micro-estimation is the reverse of that of macro-estimation.

The macro-estimation tools begin with general equations for complete projects, and then use ratios and percentages to assign resources and time to specific phases.

The micro-estimation tools work in the opposite direction. They first create a detailed work-breakdown structure for the project being estimated, and then estimate each activity separately. When all of the activity-level or task-level estimates are complete, the estimating tool then sums the partial results to reach an overall estimate for staffing, effort, schedule, and cost requirements. The advantages of activity-based micro-estimation are the following:

- The granularity of the data makes the estimates suitable for contracts and budgets.
- Errors, if any, tend to be local within an activity, rather than global.
- New or unusual activities can be added as the need arises.
- Activities not performed for specific projects can be backed out.
- The impact of specialists, such as technical writers, can be seen.
- Validation of the estimate is straightforward, because nothing is hidden.
- Micro-estimation is best suited for Agile projects.

A critical aspect of software estimation is the chart of accounts used, or the set of activities for which resource and cost data are estimated. The topic of selecting the activities to be included in software project estimates is a difficult issue and cannot be taken lightly. There are four main contenders:

- Project-level measurements
- Phase-level measurements
- Activity-level measurements
- Task-level measurements

Before illustrating these four concepts, it is well to begin by defining what each one means in a software context, with some common examples.
A project is defined as the implementation of software that satisfies a cohesive set of business and technical requirements. Under this definition, a project can be either a standalone program, such as an accounting application or a compiler, or a component of a large software system, such as the supervisor component of an operating system. The manager responsible for developing the application, or one of the components of larger applications, is termed the project manager.

Software projects can be of any size, but those where software cost-estimating and project management tools are utilized are most commonly those of perhaps 1000 function points, or 100,000 source code statements, and larger. Looking at the project situation from another view, in a cost-estimating and project management context, formal project estimates and formal project plans are usually required for projects that will require more than five staff members and will run for more than about six calendar months.

A phase is a chronological time period during which much of the effort of the project team is devoted to completing a major milestone or constructing a key deliverable item. There is no exact number of phases, and their time intervals vary. However, the phase concept for software projects implies a chronological sequence starting with requirements and ending with installation or deployment.

An example of a typical phase structure for a software project might include the following:

1. The requirements phase
2. The risk analysis phase
3. The design and specification phase
4. The coding phase
5. The integration and testing phase
6. The installation phase
7. The maintenance phase

Of course, some kinds of work, such as project management, quality assurance, and the production of user documents, span multiple phases. Within a phase, multiple kinds of activities might be performed. For example, the testing phase might have as few as one kind of testing or as many as a dozen discrete forms of testing.

The phase structure is only a rough approximation that shows general information. Phases are not sufficient or precise enough for cost estimates that will be used in contracts or will have serious business implications.
An activity is defined as the sum of the effort needed to complete a key milestone or a key deliverable item. For example, one key activity is gathering user requirements. Other activities for software projects would be completion of external design, completion of design reviews on the external design, completion of internal or logical design, completion of design reviews on the logical design, completion of database design, completion of a test plan, completion of a user’s guide, and almost any number of others.

There are no limits on the activities utilized for software projects, but from about 15 to 50 key deliverables constitute a normal range for software cost-estimating purposes. Activities differ from phases in that they do not assume a chronological sequence; also, multiple activities are found within any given phase. For example, during a typical software project’s testing phase it would be common to find the following six discrete testing activities:

1. New function testing
2. Regression testing
3. Component testing
4. Integration testing
5. Stress testing
6. System testing

A task is defined as the set of steps or the kinds of work necessary to complete a given activity. Using the activity of unit testing as an example, four tasks normally included in that activity might comprise the following:

1. Test case construction
2. Test case running or execution
3. Defect repairs for any problems found
4. Repair validation and retesting

There is no fixed ratio of the number of tasks that constitute activities, but from 4 to perhaps 12 tasks for each activity are very common patterns.

Of these four levels of granularity, only activity and task estimates will allow estimates with a precision of better than 10 percent in repeated trials. Further, neither project-level nor phase-level estimates will be useful in modeling process improvement strategies, or in carrying out “what if” alternative analysis to discover the impact of various tools,
methods, and approaches. This kind of modeling of alternative scenarios is a key feature of automated software-estimating approaches, and a very valuable tool for software project managers.

Estimating only at the level of full projects or at phase levels correlates strongly with cost and schedule overruns, and even with litigation for breach of contract.

This is not to say that phase-level or even project-level estimates have no value. These concise estimating modes are very often used for early sizing and estimating long before enough solid information is available to tune or adjust a full activity-level estimate.

However, for projects that may involve large teams of people, have expenses of more than $1 million, or have any kind of legal liabilities associated with missed schedules, cost overruns, or poor quality, then a much more rigorous kind of estimating and planning will be necessary.

A fundamental problem with the coarse estimating approaches at the project and phase levels is that there is no way of being sure what activities are present and what activities (such as user manual preparation) might have been accidentally left out.

Also, data estimated to the levels of activities and tasks can easily be rolled up to provide phase-level and project-level views. The reverse is not true: You cannot explode project-level data or phase-level data down to the lower levels with acceptable accuracy and precision. If you start an estimate with data that is too coarse, you will not be able to do very much with it.

Table 3.1 gives an illustration that can clarify the differences. Assume you are thinking of estimating a project such as the construction of a small switching system. Shown are the activities that might be included at the levels of the project, phases, and activities for the chart of accounts used to build the final cost estimate.

Even more granular than activity-based cost estimates would be the next level, or task-based cost estimates. Each activity in Table 3.1 can be expanded down a level (or even more). For example, activity 16 in Table 3.1 is identified as unit testing. Expanding the activity of unit testing down to the task level might show six major tasks:

<table>
<thead>
<tr>
<th>Activity</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit testing</td>
<td>1. Test case creation</td>
</tr>
<tr>
<td></td>
<td>2. Test case validation</td>
</tr>
<tr>
<td></td>
<td>3. Test case execution</td>
</tr>
<tr>
<td></td>
<td>4. Defect analysis</td>
</tr>
<tr>
<td></td>
<td>5. Defect repairs</td>
</tr>
<tr>
<td></td>
<td>6. Repair validation</td>
</tr>
</tbody>
</table>

Assuming that each of the 25 activities in Table 3.1 could be expanded to a similar degree, then the total number of tasks would be 150. This level
of granularity would lead to maximum precision for a software project estimate, but it is far too complex for manual estimating approaches, at least for ease and convenience of use.

Although some large software systems consisting of multiple components may actually reach the level of more than 3000 tasks, this is a misleading situation. In reality, most large software systems are really comprised of somewhere between half a dozen and 50 discrete components that are built more or less in parallel and are constructed using very similar sets of activities. The absolute number of tasks, once duplications are removed, seldom exceeds 100, even for enormous systems that may top 10 million source code statements or 100,000 function points.

Only in situations where hybrid projects are being constructed so that hardware, software, microcode, and purchased parts are being simultaneously planned and estimated will the number of activities and tasks top 1000, and these hybrid projects are outside the scope of software cost-estimating tools. Indeed, really massive and complex hybrid projects will stress any kind of management tool.
For day-to-day software estimation, somewhere between 10 and 30 activities and perhaps 30 to 150 tasks will accommodate almost any software application in the modern world and will allow estimates with sufficient precision for use in contracts and business documents.

Estimating to the activity level is the first level suitable for contracts, budgets, outsourcing agreements, and other serious business purposes. Indeed, the use of simplistic project or phase-level estimates for software contracts is very hazardous and may well lead to some kind of litigation for breach of contract.

Estimating at the activity level does not imply that every project performs every activity. For example, small MIS projects and client/server applications normally perform only 10 or so of the 25 activities that are shown previously. Systems software such as operating systems and large switching systems will typically perform about 20 of the 25 activities. Only large military and defense systems will routinely perform all 25.

However, it is better to start with a full chart of accounts and eliminate activities that will not be used. That way you will be sure that significant cost drivers, such as user documentation, are not left out accidentally because they are not part of just one phase.

Table 3.2 illustrates some of the activity patterns associated with six general kinds of software projects:

- Web-based applications
- Management information systems (MIS)
- Contract or outsourced projects
- Systems software projects
- Commercial software projects
- Military software projects

As can be seen from Table 3.2, activity-based costing makes visible some important differences in software-development practices. This level of granularity is highly advantageous in software contracts and is also very useful for preparing detailed schedules that are not likely to be exceeded for such trivial reasons as accidentally omitting an activity.

Now that the topic of activity-based estimating has been discussed, it is of interest to illustrate some of the typical outputs that are available from commercial software-estimating tools. Table 3.3 illustrates a hypothetical 1000–function point systems software project written in the C programming language.

The granularity of the estimate is set at the activity level, and the project is assumed to have started on January 6, 1997. In this example,
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TABLE 3.2 Typical Activity Patterns for Six Software Domains

<table>
<thead>
<tr>
<th>Activities performed</th>
<th>Web-based</th>
<th>MIS</th>
<th>Outsource</th>
<th>Commercial</th>
<th>Systems</th>
<th>Military</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 Requirements</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>02 Prototyping</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>03 Architecture</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>04 Project plans</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>05 Initial design</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>06 Detail design</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>07 Design reviews</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>08 Coding</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>09 Reuse</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>10 Package purchase</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>11 Code inspections</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>12 Independent</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>verification and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>validation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 Configuration</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 Formal</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>integration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 Documentation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>16 Unit testing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>17 Function testing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>18 Integration</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19 System testing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>20 Field testing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>21 Acceptability</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22 Independent testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23 Quality assurance</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>24 Installation and</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 Project management</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Activities</td>
<td>5</td>
<td>16</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>25</td>
</tr>
</tbody>
</table>

The average burdened salary level for all project personnel is set at $5000 per month.

Although most of the outputs from this illustrative example are straightforward, several aspects might benefit from a discussion. First, note that 20 out of the 25 activities are shown, which is not uncommon for systems software in this size range.
Second, note that the overlapped schedule and the waterfall schedule are quite different. The waterfall schedule of roughly 120 calendar months is simply the arithmetic sum of the schedules of the various activities used. This schedule would probably never occur in real life, because software projects always start activities before the previous activities are completed. As a simple example, design usually starts when the requirements are only about 75 percent complete. Coding usually starts when the design is less than 50 percent complete, and so on.

The overlapped schedule of just over 18 months reflects a much more common scenario, and assumes that nothing is really finished when the next activity begins.

The third aspect of this example that merits discussion is the fact that unpaid overtime amounts to almost 42 staff months, which is about 14 percent of the total effort devoted to the project. This much unpaid overtime is a sign of three important factors:

- The software personnel are exempt, and don’t receive overtime payments.
- Schedule pressure is probably intense for so much unpaid overtime to accrue.
- There are major differences between real and apparent productivity rates.

If the unpaid overtime is left out (which is a common practice), then the apparent productivity rate for this project is 3.78 function points per staff month, or 473 source code statements per staff month.

If the unpaid overtime is included, then the real productivity rate for this project is 3.27 function points per staff month, or 409 source code statements per staff month. It can easily be seen that the omission or inclusion of unpaid overtime can exert a major influence on overall productivity rates.

Although coding is the most expensive single activity for this project, and costs almost $322,200 out of the total cost of just over $1,320,000, that is still only a little over 24 percent of the total cost for the project.

By contrast, the nine activities associated with defect removal (quality assurance, reviews, inspections, and testing) total to about $383,000 or roughly 29 percent of the overall development cost.

The activities associated with producing paper documents (plans, requirements, design, and user manuals) total to more than $394,000 or about 30 percent of the development cost.

Without the granularity of going down at least to the level of activity-based costs, the heavy proportion of non-coding costs might very well
be underestimated, and it would be difficult to ascertain if these costs were even present in the estimate. With activity-based costs, at least errors tend to be visible and, hence, can be corrected.

The overlap in project schedules is difficult to see from just a list of start and stop dates. This is why calendar intervals are usually shown visually in the form of Gantt charts, critical path networks, or PERT charts.

Figure 3.1 illustrates a Gantt chart that would accompany an activity-based cost estimate such as the one shown in Table 3.3. The provision of graphs and charts is a standard feature of a number of software cost-estimating tools, because graphical outputs make the visualization of key information easier to comprehend.

Many estimating tools allow users to switch back and forth between numerical and graphical output, to print out either or both kinds, and in some cases, to actually make adjustments to the estimate by manipulating the graphs themselves.

Analyzing the Gantt chart, it is easy to see why the waterfall schedule and the overlapped schedule differ by a ratio of almost 8 to 1. The sum of the schedules for the individual software activities is never equal to the elapsed time, because most activities are performed in parallel and overlap both their predecessor and their successor activities.

Incidentally, the kinds of Gantt chart information shown in both Table 3.3 and Fig. 3.1 are standard output from such software-estimating tools as CHECKPOINT, KnowledgePlan, SLIM, and a number of others.

However, if schedule information were needed down to the level of tasks, or even below that to the level of individual employees, then the data would usually be exported from a cost-estimating tool and imported into a project-planning tool, such as Microsoft Project.

The kinds of information shown in Table 3.3 and Figure 3.1 are only a few of the kinds of data that modern software cost-estimating tools can provide. Many of the other capabilities will be illustrated later in this book, as will some of the many other kinds of reports and analyses.

For example, software cost-estimating output reports also include quality and reliability estimates, maintenance and enhancement estimates, analyses of risks, and sometimes even evaluations of the strengths and weaknesses of the methods and tools being applied to the software project being estimated.

Strength and weakness analysis is also a useful capability for other purposes, such as moving up the Software Engineering Institute (SEI) capability maturity model. Since modern software cost-estimation tools, many of which include measurement capabilities, can include as many as a hundred or more influential factors, their ability to focus on topics
Figure 3.1 Sample Gantt chart output from a software cost-estimating tool.
where the project is either better or worse than industry norms is a great asset for process-improvement work.

In spite of the advantages derived from using software cost-estimation tools, surveys by the author at software project management and metrics conferences indicate that the most accurate forms of software cost estimation are not the most widely used.

The frequency of use among a sample of approximately 500 project managers interviewed during 2004 and 2005 is as shown in Table 3.4.
The fact that manual estimating methods, which are known to be inaccurate, are still rather widely utilized is one of the more troubling problems of the software project management domain.

**Comparison of Manual and Automated Estimates for Large Software Projects**

A comparison by the author of 50 manual estimates with 50 automated estimates for projects in the 5000–function point range showed interesting results. The manual estimates were created by project managers who used calculators and spreadsheets. The automated estimates were also created by project managers or their staff estimating assistants using several different commercial estimating tools. The comparisons were made between the original estimates submitted to clients and corporate executives, and the final accrued results when the applications were deployed.

Only four of the manual estimates were within 10 percent of actual results. Some 17 estimates were optimistic by between 10 percent and 30 percent. A dismaying 29 projects were optimistic by more than 30 percent. That is to say, manual estimates yielded lower costs and shorter schedules than actually occurred, sometimes by significant amounts. (Of course several revised estimates were created along the way. But the comparison was between the initial estimate and the final results.)

By contrast 22 of the estimates generated by commercial software-estimating tools were within 10 percent of actual results. Some 24 were conservative by between 10 percent and 25 percent. Three were conservative by more than 25 percent. Only one automated estimate was optimistic, by about 15 percent.

(One of the problems with performing studies such as this is the fact that many large projects with inaccurate estimates are cancelled without completion. Thus for projects to be included at all, they had to be finished. This criterion eliminated many projects that used both manual and automated estimation.)

Interestingly, the manual estimates and the automated estimates were fairly close in terms of predicting coding or programming effort.
But the manual estimates were very optimistic when predicting requirements growth, design effort, documentation effort, management effort, testing effort, and repair and rework effort. The conclusion of the comparison was that both manual and automated estimates were equivalent for actual programming, but the automated estimates were better for predicting noncoding activities.

This is an important issue for estimating large software applications. For software projects below about 1000 function points in size (equivalent to 125,000 C statements), programming is the major cost driver, so estimating accuracy for coding is a key element. But for projects above 10,000 function points in size (equivalent to 1,250,000 C statements), both defect removal and production of paper documents are more expensive than the code itself. Thus accuracy in estimating these topics is a key factor.

Software cost and schedule estimates should be accurate, of course. But if they do differ from actual results, it is safer to be slightly conservative than it is to be optimistic. One of the major complaints about software projects is their distressing tendency to overrun costs and planned schedules. Unfortunately, both clients and top executives tend to exert considerable pressures on managers and estimating personnel in the direction of optimistic estimates. Therefore a hidden corollary of successful estimation is that the estimates must be defensible. The best defense is a good collection of historical data from similar projects.

References


Section 1: Introduction to Software Cost Estimation

Chapter 3: Six Forms of Software Cost Estimation


*Rethinking the Software Process*, CD-ROM, Miller Freeman, Lawrence, Kans., 1996. (This CD-ROM is a book collection jointly produced by the book publisher, Prentice-Hall, and the journal publisher, Miller Freeman. It contains the full text and illustrations of five Prentice-Hall books: *Assessment and Control of Software Risks* by Capers Jones; *Controlling Software Projects* by Tom DeMarco; *Function Point Analysis* by Brian Dreger; *Measures for Excellence* by Larry Putnam and Ware Myers; and *Object-Oriented Software Metrics* by Mark Lorenz and Jeff Kidd.)


