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1 Technical Strategy
1.1 Objectives

Prior to any strategic decisions on how to improve broadcasting for Parliament we need to establish some clear technical objectives. Establishing these objectives will affect decisions about the platform and technology Parliament uses to deliver video footage.

Some technical objectives that the solution should meet have already been identified:

· To improve access to Parliamentary content by using open standards to achieve maximum possible audience reach, both today and in the future. 

· To align with emerging standards for video on the web. A key feature of the upcoming HTML5 open standard specification is the new video tag which aims to standardise the approach to video content across all web-browsers, platforms (including mobile) and operating systems without users having to install 3rd party plug-ins such as Flash or Silverlight. It’s important that we take alignment with this new standard into consideration in any upcoming improvements
· To avoid proliferation of sources of Hansard content. We already have the official PDF, Rolling Hansard, Hansard-on-the-Web, Historic Hansard & PIMS. We should be wary of introducing another.

· To explore the options presented by low costs cloud computing to bring video assets in-house for easier re-use and integration
· Support digital preservation
1.2 Constraints

There are also constraints related to PICT’s Application Development Reference Architecture and the Francis Cave / Alex Brown report into data sharing standards. These establish common standards throughout Parliament to ensure that we provide future-proof solutions that can be supported by PICT.

The constraints that have been identified so far include:

· Non-open standard formats should not be used to deliver content

· Proprietary components or 3rd party plug-ins should not be used
· The project should meet the requirements for digital preservation. While this is not something that has been previously looked into regarding video content it has been identified as an objective

· The solution should reach the widest possible audience

· Any applications that require support by PICT must adhere to technologies set under the Reference Architecture. Those relevant to this project include C#, ASP.Net MVC, jQuery and currently exclude ActionScript and Silverlight

· Web video standards are in a state of flux right now. HTML5 is emerging as the new frontrunner but should the project wait a few months to see how widespread its adoption is before making a decision? 

Additional constraints highlighted by the PRU / TwoFour include:
· It has not yet been specified how HTML5 will support live video

· Multicasting (used on the Parliamentary Network to retrieve video content using the  local network instead of the Internet) is currently only supported by Windows Media Player, but not Silverlight or HTML5
1.3 Design Principles

We have identified some design recommendations to serve as guidelines for any improvements to broadcasting. These include:

1.3.1 Smooth scrolling of Hansard text alongside video footage

Synchronising the timestamps on the Hansard Report with the time on the video footage is unlikely to ever be 100% accurate, and it would be too ambitious for the project to try and achieve that level of accuracy. To provide smooth scrolling we recommend that we determine the scroll-speed by using the length of the text and the frequency of the time tags. 

This is in contrast to trying to jump to the start of each paragraph or section when the timestamp is reached making it difficult to follow or read.

1.3.2 Embedding of Video

It is a globally established practice to enable re-use of content by allowing others to embed content in their own blogs or websites - video footage on YouTube, documents from Google Docs, tweets from Twitter - without having to host that content themselves. Embedding provides re-used content without deterioration in quality.

We recommend that Parliament supports the re-use of its content by enabling embedding, at least via APIs (application programming interfaces), for Hansard-on-the-Web and other similar services. 

A review should be carried out to explore the possibility of allowing the general public to embed video. The data would remain within control of Parliament and it will encourage conversations to be had on external websites, blogs, etc regarding the video footage. 
1.3.3 Use Video as a source of navigation

Parliament’s video footage currently sits under its own website on www.parliamentlive.tv 
It is important that wherever the video is viewed from that it can be used as a navigation point back to other contextual information: for example, the original Hansard report. This should apply irrespective of whether the video was embedded, viewed form www.parliamentlive.tv or from within the Hansard report pages themselves.
1.4 Actions Required / Next Steps
Some additional activity is required before we can agree on a potential solution for broadcasting improvements.
1.4.1 Time Tags

While time tagging functionality already existed in the Hansard Reporting Suite, the tags were being stripped out in the production process. The Suite has only recently been updated to now preserve those tags.

We need to agree how time tags are captured in the video content and how they are synchronised with the time tags in Hansard.

1.4.2 Video Streaming

While streaming is a high priority due to the benefits it provides (see detailed benefits on Web Server vs. Streaming Server), it should not alone determine the platform for delivery or consumption the video. 

Streaming and the benefits brought by using this technology are not exclusive to Silverlight or Flash plug-ins. Support for serving up video content in multiple media players can be achieved through running streaming servers such as Darwin:

	Product
	Media Player
	Licenses and Requirements
	Syncing possibilities

	MS Windows Media Services
	Windows Media Player (Windows only) and Silverlight (cross platform)
	Proprietary Free add-on to Windows 2003 & 2003
	…

	Flash Media Server
	Flash Player (cross platform)
	Proprietary $4,500 license
	Action Script?

	Darwin Streaming Server
	Any
	Free
	…


Table 1 - Streaming Server options

· MS Windows Media Services: Free add-on to Server family but no Apple Mac client support

· Flash Media Server: All OSs supported but $4,500 license cost

· Darwin Streaming Server: All OSs supported, free of charge but requires Mac OS X on the server. 

Some technical analysis of streaming options, taking into account all the elements highlighted by this report, is needed in order to review what options are available.

1.4.2.1 Adoption of Silverlight

Putting aside the recommendations put forward in the Cave/Brown report on the use of plug-ins and more specifically Silverlight, the current user base of people who have installed Silverlight on their devices is too small for it to be considered a standard platform. (See the A5 & A6 in the appendix for a breakdown of adoption rates) 

1.4.2.2 Adoption of Flash Player

The Flash Player has become the ubiquitous platform for streaming video on the Internet, predominantly down to the popularity of YouTube at a time when video delivery across multiple platforms was fragmented between Windows Media, Quick Time and Real Player, each of whom had their own proprietary file format, codec and technology. YouTube’s success was down to its ability to provide free, easy-to-use tools to upload, play and share video in a joined-up manner and in the absence of any open standards for video on the web.
Google / YouTube, and a number of other companies, have recognised the limitations of closed platforms and are now moving towards an HTML5-based video platform. YouTube already supports this for all new content. 
Apple is currently refusing to support the use of Flash on iPhones & iPads and championing the adoption of open standards (HTML5) or its own player (QuickTime).

1.4.3 Establish a Codec Standard

In choosing our standard codec for all future video we should take into account, in ascending order of priority:

1. Maximum portability and longevity

2. Re-use requirements without (or with minimal) loss of data

3. Avoidance of any technology or vendor lock-in

4. Video and audio quality fit for purpose


In selecting a codec we should work closely with the Digital Archiving project. 

Once we have a clear steer from them as to what would be acceptable, we can then start looking into which codec option will achieve the benefits of streaming with the minimal ongoing costs while also catering for the widest audience and the possibility of maximum reuse. This will enable us to determine the best possible platform moving forward. 

The decision should not be restrained by a particular codec’s historic adoption within Parliament as there is potential for us to use low-cost cloud computing solutions to transcode old content alongside new (see Appendix A).
1.4.4 A Strategic Solution for Hansard
Another key consideration for the board is whether to continue with the prototyped solution or a new open standards solution when there is a risk that they won’t align with our strategic objective for Hansard: to present a single version of the truth on the Parliamentary website. 

We currently present many versions of Hansard: the official PDF, Rolling Hansard, Hansard-on-the-Web, Historic Hansard & PIMS. We should be clear of the costs and benefits of potentially introducing another version of Hansard alongside those, rather than waiting to deliver it on the back of the new strategic version. 
2 Project Plan for further work
Below are the high-level estimates of a plan for delivery
2.1 Summary

An overview of estimated costs for each of the option proposed options as presented by the Options Diagrams document has been listed below:
	
	Option 1
	Option 2
	Option 3

	Common items across all options
	30 ½ days
	30 ½ days
	30 ½ days

	API for time tags
	7 days
	7 days
	

	New Video Player
	18 days
	18 days
	

	Streaming Services Implementation
	25 ½ days
	25 ½ days
	

	Video Transcoding
	
	30 days
	

	Cloud bulk migration – one off cost
	
	£4 – 6k
	

	On-demand migration – per month
	
	£3k
	

	API Integration between YouTube and CMS
	
	
	12–16 days

	YouTube embedding facilities for CMS
	
	
	6 days

	Sub Total
	81 days
	111 days
	18-22 days


	Common items across all options

	Item Description
	Estimates

	Review of video codec’s (inc. for Digital Archiving)

	5 days

	Implement Streaming Server Services

	25 ½ days

	Review options

	3 days
	

	Implementation
	17 days
	

	Infrastructure (Tech Services)
	8 days
	
	

	Migration (PRU/TwoFour)
	4 days
	
	

	ParliamentLive.Tv changes (PRU/TwoFour)
	5 days
	
	

	Testing
	5 ½ days
	

	Sub Total
	30 ½ days

	Items relevant to Option 1 and 2

	Item Description
	Estimates

	API to access video footage + review of time tags

	7 days

	New Video Player
	18 days

	Syncing with text
	4 days
	

	Embedding facilities
	5 days
	

	Testing
	4 days
	

	HTML 5 and degradation
	5 days
	

	Implement Streaming Server Services

	25 ½ days

	Review options

	3 days
	

	Implementation
	17 days
	

	Infrastructure (Tech Services)
	8 days
	
	

	Migration (PRU/TwoFour)
	4 days
	
	

	ParliamentLive.Tv changes (PRU/TwoFour)
	5 days
	
	

	Testing
	5 ½ days
	

	Sub Total
	50 ½ days


	Additional items relevant to Option 2

	Item Description
	Estimates

	Video Transcoding

	30 days

	Development of a Transcoding engine
	9 days
	

	Review cloud options and API
	3 days
	

	Development of cloud Transcoding Manager
	5 days
	

	Testing
	3 days
	

	Sub Total
	30 days

	Cloud Computing Options
	

	250 cloud computing instances for 15 days for bulk migration
	£4 – 6k
	One-off

	On-demand cloud computing instance (avg. 5 hours per day) 
	£3k
	Per month


	Items relevant to Option 3

	Item Description
	Estimates

	Software as a Service (YouTube)
	18-22 days

	API Integration between YouTube and CMS
	12-16 days
	

	YouTube embedding facilities for CMS
	6 days
	

	Sub Total
	18-22 days


N.B. These are rough estimates given our current level of understanding
A.1. Review of solutions by TwoFour

The principle reasons that TwoFour have chosen Silverlight as the technology platform to deliver Parliament’s video content is because 

· it is the natural platform of progression from Windows Media in the Microsoft roadmap
· the codec used for the existing video footage would require no additional work or transcoding.
See A2 below for a discussion of the issues around transcoding.
With Silverlight there are 3 video players to present the content:

· Windows Media Player – The original, historic player
· Silverlight Player – A recent addition to cater for cross platform video (Windows, Mac and Linux)
· Silverlight Smooth Streaming Player (beta) – An improvement on the Silverlight player also recently added which supports live seeking and improved streaming (including caching by the Parliament proxy). This solution requires backend technology developed by TwoFour on the server side.
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Figure 1 - As Is
A.2. Bulk transcoding of Video archives

Given the low costs of cloud computing and the low entry level barrier for use, it would be entirely plausible to convert a vast amount of historical video archives into a new standard video codec using cloud computing while at the same time maintaining fine-grained control over costs.

Specific details of how the New York Times was able to ‘pre-bake’ 4 Terabytes of PDF back catalogue at minimal costs can be found in the next section below.
This case study combined with the facilities that Amazon provide to upload large quantities of data offline without limitations set by bandwidth provide an opportunity to decide on the right video codec  to transcode historical archives. 

A.3. New York Times case study 

http://open.blogs.nytimes.com/2007/11/01/self-service-prorated-super-computing-fun
Objective: Make all public domain articles from 1851 – 1922 available free of charge

Facts: 

· 11 million articles are in image form, each of which is composed of numerous smaller TIFF images

· Articles were glued together on request and returned as a PDF

· 4 TB of data

Solution: Pre bake all 11 million articles

A.4. Glossary
· Transcoding
It’s the direct digital-to-digital conversion of one encoding to another. This is usually done to incompatible or obsolete data in order to convert it into a more suitable format. When transcoding one lossy file to another, the process almost always introduces generation loss.
· Codec
A codec is a device or computer program capable of encoding and/or decoding a digital data stream or signal
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Table 3 - Silverlight usage
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Table 4 - Silverlight Usages (Safari)




	A6. Flash usage
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Table 6 - Flash Usage by version
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96.74%�
�
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96.44%�
�
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�
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96.05%�
�
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�
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96.68%�
�
Total Avg�
96.36%�
�
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