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Foreword

One of my favorite quotes comes from motivational speaker and business leader Harvey 
Mackay. He recently wrote, “‘Genius’ is sometimes just not realizing that something 
is impossible.” That most certainly is the story behind my success as one of the earli-
est people to virtualize Oracle databases on VMware vSphere. My first experience with 
this impressive combination of technology was virtualizing Oracle 10g on Linux using 
VMware ESX 2.5 for the production environment and VMware GSX Server for the non-
production systems.

The system was SharePoint Portal Server in a medium server farm configuration, with an 
in-house application using custom Web Parts. SQL Server was used for the SharePoint 
database. For reasons tied to “developer preferences,” Oracle 10g was used as the back-end 
database that the custom Web Parts used for their work. We loaded and tuned the sys-
tems following the spirit of much of the best practices we know and are now documented 
in this book today.

It worked. Flawlessly.

In fact, it worked so well that something as simple as a virtual machine (VM) snapshot 
on our GSX server systems literally saved the entire project one day from an overzealous 
developer who accidently trashed the entirety of the production and development code 
bases. A simple snapshot rollback saved both of them in a matter of minutes. Nobody 
questioned whether it would work. Nobody knew enough to question this. Nobody wor-
ried about licensing per se. Of course, this client’s very deep pockets gave us “all you can 
eat” enterprise site licenses for everything, so we wouldn’t have worried anyway. Nobody 
questioned whether anything we did was supported by the vendors. It was early enough 
in those days that the vendors provided support because they didn’t know, or weren’t con-
cerned, about using a hypervisor to deploy their systems and applications on virtualized 
infrastructure.

A few years later, some vendors (arguably more for business as opposed to technical rea-
sons) had begun to care. Once again, my new team and I were challenged to break a new 
set of rules—ironically with another division of the same client. This time, we deployed 
a production vSphere platform on converged infrastructure, complete with an iSCSI 
over lossless 10GbE SAN using jumbo frames (no Fibre Channel anywhere), disk-based 
backup, and offsite archive to Cloud storage. We deployed multiple three-node Oracle 
RAC 11.2.0.1 clusters with grid control (and later 11.2.0.2) running in a configuration 
where the individual RAC nodes were vMotion capable. All of that was running with 
VMware vSphere 4.0 (and later 4.0.1). This was the first known production system of its 
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kind ever deployed for a client. While this configuration is considered routine today, back 
then vMotion capable Oracle RAC nodes were considered impossible.

But, for us, this was a non-negotiable client requirement. So that inevitable combina-
tion of 5% inspiration and 95% desperation drove us to ignore the idea of “impossible” 
and instead find a way to make it work. We broke all kinds of established rules along the 
way—and set industry firsts and new best practices in the process.

Again, it worked flawlessly, and even more impressive, it was easily fast enough to serve 
as a backup platform for the Oracle Exadata V2 system we had integrated into our overall 
solution. I’ll never forget the phone calls I had with Kannan back then when we’d realized 
what we had just accomplished.

A short time later, we adapted what we learned with Oracle RAC on that fully converged 
architecture to create a configuration that enabled both RAC and SQL Server clusters to 
be virtualized and be vMotion capable on any supported vSphere configuration—not just 
native iSCSI storage. The way we did it is still considered ground breaking today all of 
these years later.

All throughout this engagement and others since, we fought through the mislaid percep-
tions and even outright objections to virtualizing Oracle databases being possible. We 
learned that it is tough for certain software vendors to argue against something being 
possible to do when faced with the direct evidence of it working perfectly right before 
their eyes. Amazingly, a few were not convinced even when faced with this evidence. We 
then learned the importance of negotiating our way through both the business and tech-
nology sides of the Oracle database virtualization proposition. That meant having some-
times-heated discussions about Oracle licensing and support with people who were part of 
the technical side as well as sales. Most amazing were the discussions where some clients 
were absolutely convinced of their (mis)perceptions of the capabilities of virtual infra-
structure. One client I worked with actually considered licensing every single ESX server 
they had in their building, including production and development, for Oracle RAC—
because they were concerned that it might someday run an Oracle database (even though 
Oracle had never been running or installed anywhere even close to the vast majority of 
those systems).

You, the reader of this book, have a distinct advantage over early adopters and those of us 
who learned these lessons the hard way. In this book, Don and Kannan have provided a 
treasure trove of information and time-saving tips to get the most out of your Oracle on 
vSphere deployments. As a part of that, they have included ways to overcome the most 
common issues (and several less-common ones), as well as organizational and even politi-
cal objections you might encounter. It’s all presented in an easy to understand and easy to 
use format by authors who, by the way, happen to be the foremost experts on the subject 
you can find anywhere today.
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You’ll learn about the four V’s: viability, value, versatility, and vision. These four tenants 
cover the full spectrum of issues most everyone will face when virtualizing Oracle on 
vSphere. Building upon this foundation, the authors deliver a practical set of technical 
and business best practices for compute, networking, and storage topics, which are pre-
sented in detail. You’ll learn how to plan for, install, and properly optimize Oracle and 
Oracle RAC from the leading technical minds on the subject. In addition, there are dis-
cussions and tips on how to plan for and properly license Oracle to fit your business needs 
to ensure that you get maximum value out of your investment. Most important, you’ll 
learn how to get support for Oracle on your vSphere platform, and along the way, you’ll 
see that Oracle on vSphere is arguably supported in a way that’s even better than what is 
available when running Oracle on physical infrastructure alone.

If you’re looking to get the most out of Oracle on vSphere, keep this book in an easy-to-
reach, prominent place on your desk. You will want to come back to it again and again. 
Oracle and vSphere together make up one of the most powerful and compatible combina-
tions of technology you can find anywhere. I never cease to be amazed at what we’ve been 
able to accomplish with these tools and, as they continue to mature, the future looks very 
bright. I look forward to seeing you on this incredible journey.

—Chris Williams, 
Global Practice Director Data Center 

Consulting, Dimension Data



This page intentionally left blank 



Introduc tion

The idea of virtualization of infrastructure for all levels of workload is a settled concept 
in the information technology industry. Because the subject of this book is VMware, we 
will examine the various factors that have driven the industry toward this inevitable out-
come from the perspective of VMware, but the concept of virtualization is a much older 
and broader concept than the company that has changed the world over the past decade, 
VMware. The term virtual as well as the basic concept of virtualization was probably 
first used by IBM in the 1960s, along with the concept of a hypervisor, which was derived 
from the technical concept of a supervisor.

As the decades have progressed, the term virtual has been used, and overused, and as 
so many other terms in this industry, the term has often been abused. But most signifi-
cantly, the term has come to depict a true and comprehensive abstraction of the server 
from a physical resource to a logical resource. As the chapters in the book progress, we 
discuss the ideas of Type 1 and Type 2 hypervisors as well as paravirtualization versus 
non-paravirtualization, but regardless of the specific architectural precepts, the idea of 
true virtualization allows for ubiquitous resource abstraction and all the benefits that are 
implied therein.

There is a trend in the technology industry of various companies monopolizing or at 
least claiming certain cultural ownership over letters of the alphabet. Technology profes-
sionals can easily guess which companies effectively have laid claim over certain letters. 
Facebook has claimed the letter F, Google G, Oracle O, Apple i, and Twitter has the let-
ter t. VMware can therefore claim the letter v, specifically in lowercase. Sticking with the 
theme and labeled with the letter v, it is useful to have the discussion about virtualization 
categorized with that same letter, four times. Viability, value, versatility, and vision con-
stitute the most significant headings of any VMware discussion, especially a discussion 
focused on business-critical applications (BCAs). Most prominent among those BCA 
or Tier 1 (maybe even Tier 0) apps are SAP, Microsoft apps such as SQL Server and 
Exchange, and of course, Oracle.

As time progresses, it is impossible to ignore the pervasive trends in the industry. You 
may resist, but you will eventually have to at least adapt to and recognize those trends 
or have them render you obsolete. Years ago, database administrators (DBAs) were 
responsible for managing databases and only databases. As the more sophisticated rela-
tional database management systems (RDBMS) were developed, the role of the DBA 
was innately expanded. Oracle Parallel Server and subsequently Oracle Real Application 
Clusters (RAC) forced the database professional to become adept at managing certain 
network functions; otherwise, the RAC interconnect would not be defined adequately, 
and the ensuing instability would return unfavorable results. Automatic Storage 
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Management (ASM) forced the Oracle professional to become a storage administrator, 
because most professional storage administrators did not embrace the idea of managing 
an ASM instance. In this decade, we have observed the concepts of virtualization being 
imposed on the database professional. Reporters in the blogosphere, speakers at confer-
ences, and frequent chat room residents readily use terms such as vDBA and vRAC-DBA 
to depict the new set of skills that this decade’s database professional must possess or risk 
obsolescence.

Prerequisites

This book will enhance the overall work and academic experience of anyone on any level 
who considers themselves to be an Oracle professional. The deep technical consider-
ations are appropriate for the DBAs as well as the developers in the audience, whereas 
the higher-level architectural concepts will help information architects of all disciplines 
to build out elegant and effective systems architectures. Management personnel will 
find this book invaluable with regard to the nontechnical areas, particularly the sections 
on licensing and support. They will also find the high-level technical explanations both 
revealing and confirming.

Anyone who has responsibility for any part of an application stack that includes Oracle 
software, from the most junior administrator to the seasoned veteran, will find something 
within these pages to enhance their overall effectiveness as an IT professional.

Who Should Read This Book

This work has been crafted to include subject matter that is pertinent to not only each 
level of an application stack but also to each professional discipline. Many technical books 
are crafted as technical manuals or as academic texts. This book, in part, is a compilation 
of stories and analogies taken from many conversations over many years and therefore, is 
written in a manner best suited to be used as the focus of dialogue of a group of disparate 
IT professionals loitering around someone’s cube at the end of a day. It is written to be 
conversation starter, and it is written in a conversational style.

Book Overview

The topics this book covers vary from the deep minutia to elegant architecture and from 
the profoundly obvious to the subtle and elusive. This book is neither a textbook nor a 
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technical manual; it is literary work. In the interest of that literary effort, we have made 
substantial use of allegories, metaphors, and analogies for the purpose of both attaining 
and maintaining the attention of the reader and creating indelible images that have some 
lasting effect. We have also endeavored to create a conversational tone, which is similar to 
the approach that we have both used at countless customer meetings, conference speaking 
sessions, and executive briefings over many years. Our intent is to use this literary work 
to bring to you, the reader, the essence and the substance of the conversations that we 
have had over many years. In respect of this effort, we have included web links to many 
of the documents that we cite so that the reader may immediately access pertinent details. 
The compilation of the graphs, tables, links, and lists is an essential element of philosophy 
that this book is based on.

The initial chapters (1–3) focus on the basic ideas of Oracle and vSphere, as well as Oracle 
on vSphere, and the various different roles involved with that effort. Small, medium, and 
high workloads are discussed as well as the respective architectures and architectural con-
cepts that should be utilized to optimize the capabilities of the virtualized infrastructure.

Chapter 4 focuses on long-developed best practices for all high workloads, with particular 
focus on Oracle running on vSphere. Chapter 5 transitions into the realm of high avail-
ability and all the options available to meet the requirements of every service level agree-
ment (SLA). Chapter 6 digs deeper into the technical details necessary to grasp when 
optimizing Oracle performance on vSphere. This subject includes each of the various 
methods of implementing Oracle, including Oracle RAC.

Chapter 7 takes a slight deviation from the technical to discuss the always-intense areas 
of Oracle Licensing and Support, with special emphasis on the specialized Oracle support 
team, which is part of VMware’s Global Support Services.

The later chapters, beginning with Chapter 8, focus on performance monitoring and 
management as well as on infrastructure and application management, starting with 
vCenter Operations Management (vCOPS) and the Oracle Enterprise Manager (OEM) 
plug-in. A plethora of other tools and management methodologies are either introduced 
or discussed in detail in this chapter. Chapter 9 focuses on disaster recovery, discussing 
both VMware’s Site Recovery Manager (SRM) and Oracle’s Data Guard. Backup and 
recovery follows in Chapter 10, which covers concepts such as snapshots both from a 
vSphere and storage perspective. Major storage paradigms, such as Fibre Channel (FC) 
and network-attached storage (NAS), are given ample coverage.

Chapter 11 encapsulates the Oracle and business-critical applications discussion by 
transcending the application layer and focusing on the infrastructure management. 
Provisioning and automation are becoming more important aspects of systems manage-
ment, and VMware has all the tools to accomplish these tasks and meet the requirements 
of the provisioning SLAs. vCenter Automation Center (VCAC), vFabric Application 
Director (vFAD), and vFabric Data Director will soon be coalesced into a single 
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automation and provisioning system, but they are discussed here in terms of their indi-
vidual functionality.

Finally, the success stories and many case studies are discussed in Chapter 12, “Case 
Studies.” From the massive government institutions to the small start-ups, and from the 
largest universities to the smallest local school systems, customers are using vSphere as 
their platform of choice for business-critical and Tier 1/0 applications. ESXi is a hyper-
visor, but vSphere is a platform of virtualized hardware, and companies of all sizes and 
styles, and institutions of every possible configuration and purpose, are recognizing 
the viability and value of running Oracle on vSphere. Everyone who reads the follow-
ing chapters will also come to recognize vSphere as the premier platform in existence to 
run Oracle.
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Chapter 1

Introduction to Oracle 
Databases on Virtual 
Infrastructure

Oracle databases and software run successfully on vSphere and provide significant scalabil-
ity, availability, and performance benefits. In fact, virtualization  quite simply makes Oracle 
better. What makes the transition smooth is that the Oracle database administrator  ’s 
(DBA) skill set, deployment technique, and responsibilities do not change when transition-
ing from a physical to virtual environment. However, it is important that the DBA’s scope 
of responsibility does increase in breadth.

In years past, the DBA’s concerns moved into the nedtwork realm as Oracle introduced 
horizontal scalability with Oracle Cluster (later to become Oracle Parallel Server and 
finally Oracle Real Application Cluster   [RAC]). Over the past decade, the focus of the 
DBA grew to include storage as Oracle introduced Automatic Storage Management 
(ASM)  , and thus, the DBA was confronted with a lack of willingness on the part of the 
storage administrator to manage the ASM instance. Similarly today, we see the realm of 
the DBA extend into the virtualization arena. Importantly, it is axiomatic that basic data-
base administration skills do not change when virtualization is included in the stack. This 
is because ESXi  does not alter the kernel of any guest operating system (OS). Likewise, 
it is equally important for the DBA to embrace the fact that the some components of the 
stack that affect the database have been extended into the virtualized infrastructure, such as 
networking, storage access, processing capability, and memory. Consequently, the areas of 
concern for the DBA have been extended, respectively.

Throughout this book, we maintain a conversational tone along with a thematic approach 
to the organization centered on the idea of the four V’s . Often, it can be both entertaining 
and memorable to point out certain technology industry trends. The trend of the monopo-
lization of specific letters by certain well-known companies is an example. We all know 
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who dominates the use of the letter f or t or i or even O. Ironically, VMware prominently 
uses the uppercase letter V to begin the name VMware, and VMW is the acronym most 
often associated with VMware. However the main product vSphere begins with a lower-
case v, and it is commonplace for the individual features to begin with the lowercase letter 
v. The thematic approach referred to earlier will be centered on that letter V, although no 
adherence to the case will be necessary.

The four V’s  are viability, value, versatility, and vision and are shown in Figure 1-1. The 
first step in any early implementation process is to convince the critical stakeholders such 
as the DBAs and information technology (IT) managers that virtualized infrastructure is 
a viable alternative to nonvirtualized infrastructure. Notice the subtlety in the reference 
to “nonvirtualized infrastructure” as opposed to the more common reference of “physical 
infrastructure.” Subsequent to the viability concerns being satisfied, we move on to the 
value discussion. The value of vSphere as a platform of virtualized hardware for business-
critical applications (BCAs) is discussed in great detail as the chapters of this book unfold. 
The discussion eventually leads to the versatility of vSphere and VMware broadly. VMW 
field personnel will proudly state to all prospective customers that “We are agnostic to 
both logical and physical architectures.” And finally, no discussion on this subject is com-
plete without acknowledgment of the future vision of vSphere’s capabilities and VMware 
as a corporation. The choice of transitioning a company’s entire IT architecture to this 
wonderful “Platform of Virtualized Hardware” is succinct in description, profound in con-
sequence, but colossal in potential. Therefore, every potential stakeholder in the company 
should have an understanding of this vision.

Vision Viability

ValueVersatility

Figure 1-1  Four  V’s approach
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Virtualization with ESXi and vSphere and the 
Software-Defined Datacenter
ESX or ESXi   is the world’s leading x86 hypervisor. Hypervisors were first introduced at 
IBM in the 1960s by abstracting the machine’s supervisor state and allowing multiple vir-
tual machines (VMs) to run simultaneously in separate VM contexts. A hypervisor, some-
times scientifically referred to as a virtual machine monitor (VMM), is software that allows 
for the creation, management, and runtime execution of independent VMs running their 
own guest operating systems. The physical machine that the hypervisor runs on is referred 
to as the host machine.

A number of hypervisor types exist. A Type 1 hypervisor, such as ESXi, runs on the bare 
metal of the computer. The VMs are created on the layer above ESXi and the guest OS 
runs within that second layer. ESXi has a minimal memory footprint (144M for vSphere 
version 5.x). A Type 2 hypervisor runs within a base OS, and therefore the guest operating 
systems run on the third layer above the hardware. See Figure 1-2.

APP

OS

APP

OS
APP

OS

Hypervisor

Hypervisor

HardwareHardware

Operating System

Type 1 Bare Metal Type 2 Hosted

APP

OS

Figure 1-2  Type 1 and Type 2 hypervisor

It is also important to point out that ESXi is   nonparavirtualized. Paravirtualization is dis-
cussed later in the book, but it is important to understand that this means that no guest OS 
kernel is altered and that there therefore exists a perfect state of abstraction between the 
guest OS and the hardware.

ESXi is a hypervisor, but vSphere   is a “platform of virtualized hardware.” It is logical hard-
ware and should always be described and understood as such. And from this point on, we 
refer to virtualized hardware and nonvirtualized hardware  .
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The software-defined datacenter (SDDC)     is a philosophy  of architecture, not an actual 
product, although it does imply comprehensive full-stack virtualization. In a complete 
SDDC, all elements of the datacenter are virtualized. VMware has been very successful 
virtualizing the server components to include processing with virtual CPUs (vCPUs)    and 
memory allocated to the VM (we avoid using the phrase virtual memory   because it has 
other well-accepted connotations), but virtualization of the network and storage have been 
elusive. It is true that common terms such as virtual disk (VMDK)  , virtual network inter-
face card (vNIC)  , and virtual distributed switch (vDS)    all imply virtualization, but that is 
not the reality. An important attribute of true   virtualization is abstraction. See Figure 1-3.

OS OS OS OSOS

Virtual 
Datacenter

Virtual 
Datacenter

Virtual 
Datacenter

Virtual 
Datacenter

Software-Defined Datacenter

Software-Defined Datacenter Services

Virtual 
Datacenter

ORACLE ORACLE ORACLE ORACLE ORACLE

Figure 1-3  VMware    SDDC (high level)

As VMware   moves into the next phase of technology, the SDDC will include not only the 
virtualization of the server but also the virtualization of the network and storage. In 2012, 
VMware acquired Nicira Corporation, whose technology has led to the Network Virtu-
alization and Security platform (NSX)  , which does meet anyone’s strict definition of true 
network virtualization. Figure 1-4 shows vSphere with NSX incorporated. Subsequent 
chapters cover specific networking recommendations.

For more information on VMware NSX, refer to the link below.

www.vmware.com/products/nsx.

http://www.vmware.com/products/nsx.
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Figure 1-4  VMware NSX

Storage virtualization comes   in many flavors. Often, the phrase is used to describe the 
storage paradigms used only with “stretch clusters,” in which a single logical unit (LUN) 
of storage will exist in two different physical locations but synchronicity will be main-
tained through disk mirroring. Systems such as IBM SAN Volume Controller (SVC)   , 
shown in Figure 1-5, HP 3PAR Peer Persistence, and EMC VPLEX, shown in Figure 
1-6 (formally Yotta-Yotta technology), correctly come to mind when the phrase storage 
virtualization is used. In the VMware context, we understand storage virtualization as an 
intrinsic part of the SDDC, and we include advanced VMware storage capabilities such as 
virtual storage-area network (vSAN), the soon-to-be released virtual volumes (vVols), and 
 vFlashReadCache (vFRC) among others as the essential components of the storage virtual-
ization paradigm.

For more information on HP 3PAR, refer to hp.com or to the link below.

www8.hp.com/us/en/products/storage-software/product-detail.
html?oid=5335710#!tab=features.

http://www8.hp.com/us/en/products/storage-software/product-detail.html?oid=5335710#!tab=features.
http://www8.hp.com/us/en/products/storage-software/product-detail.html?oid=5335710#!tab=features.
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Figure 1-5  IBM SVC    stretch cluster
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Together, the tried-and-true virtualization of the server through vSphere when combined 
with the more recent ideas of network and storage virtualization constitute   the SDDC 
VMware style. And throughout this book, we refer to each component of this evolution-
ary leap in datacenter design. Paul Maritz , the former CEO of VMware and present CEO 
of Pivotal Solutions, once referred to VMware as “the magic pixie dust that was chang-
ing the world.” We agree, although we constantly have to point out to customers that 
despite the magical illusion presented by VMware products, the laws of physics still apply, 
and so each implementation must consider the limits of those pesky rules of Newton and 
Einstein other wise risk disappointment. However, it is not overheated rhetoric to state 
that VMware is changing the world. For example, it would be difficult to find a single 
corporate entity that has facilitated more reduction in power consumption throughout its 
customer base. More importantly, the name VMware itself implies a tectonic-like shift 
in the world of technology. Computing started with hardware, and then intrepid minds 
developed software to effectively use that hardware; but to comprehensively tie software to 
hardware, the world needed VMware.

For more information on EMC VPLEX stretch clusters   , refer to the link below. 

www.emc.com/storage/vplex/vplex.htm.

Virtualizing Oracle Databases on vSphere: 
Benefits and Examples
There are many benefits to virtualizing infrastructure for Oracle databases on vSphere. 
Among those are the reduction of the number of physical systems your organization 
requires and the more efficient use of existing systems. However, the most important 
benefits are the resource management capabilities innate in vSphere and the features that 
facilitate the guarantee of adherence to service level agreements (SLAs)   such as availability, 
disaster recovery, performance, security, and provisioning. This section describes these 
benefits and then illustrates examples.

Virtualizing database workloads on vSphere significantly reduces the number of physical 
systems your organization requires, while achieving more effective utilization of datacen-
ter resources. Clients realize tangible savings from this consolidation along with opera-
tional cost savings from reduced datacenter floor space, power, and cooling requirements. 
 Figure 1-7 illustrates an example of Oracle database servers on vSphere architecture with 
application services and infrastructure services.

http://www.emc.com/storage/vplex/vplex.htm.
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Figure 1-7  Oracle databases  on VMware vSphere

Oracle Databases and DBA Fundamentals
DBAs  wear many hats and play many roles within an organization. A DBA is the admin-
istrator who designs, implements, tests, operates, and maintains databases for an organi-
zation. Figure 1-8 illustrates the DBA’s general tasks, and the list that follows provides 
further explanation.

 ■ Database design, storage, and capacity planning: DBAs play a major role in design-
ing the database along with determining     disk storage requirements and future data-
base growth. Monitoring database growth trends is important so that the DBA can 
advise management on long-term capacity plans.

 ■ Install, configure, upgrade, migrate, and provisioning: Although system administra-
tors are generally responsible for the hardware and OS on a given server, installation 
of the database software is typically done by the DBA. This role requires knowledge 
of the hardware prerequisites and requirements so that the database server runs effi-
ciently, and then communicating those requirements to the system administrator. 
The DBA installs the database software and selects from various options to config-
ure it for the purpose for which it is being deployed. As new releases and patches 
are made available, it is the DBA’s role to determine which are appropriate and to 
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complete the installation. If the server is a replacement server, it is the DBA’s role to 
transfer the data from the old server to the new one. The more seasoned DBA will 
take a highly cautious approach to any data transfer or migration operation because 
data loss is a potential consequence of sloppy transitions. DBAs are tasked to provi-
sion database servers on demand for development, testing, QA, and reporting.

DB Design,
Storage, and

Capacity
Planning

Install,
Configure,
Upgrade,

Migrate, and
Provisioning

Database
Security

Backup and
Recovery, High

Availability

Performance
Tuning and
Monitoring

Troubleshooting
and Support

DBAs

Figure 1-8  General  tasks for DBAs

 ■ Database security: Databases centralize the storage of data and are attractive targets 
for hackers. DBAs must   understand the particular security model that the database 
product uses as well as the security requirements of the application and how to effec-
tively control data access. The three basic security tasks are authentication (setting 
up user accounts to control logins to the database), authorization (setting permissions 
on various schemas and database objects), and auditing (tracking user movements and 
actions within the database). The auditing task is particularly important as regula-
tory laws, such as Sarbanes-Oxley (SOX), the Healthcare Insurance Portability and 
Accountability Act (HIPAA), and Payment Card Industry (PCI), have security and 
reporting requirements that require adherence.
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 ■ Backup and recovery, high availability: DBAs are responsible for developing, imple-
menting, and periodically testing a backup     and recovery plan for the databases they 
manage. Even in large organizations where a separate system administrator per-
forms server backups, the DBA has final responsibility for ensuring that the database 
backups are done as scheduled and that they include all the files necessary to make 
database recovery possible after a failure. When failures do occur, the DBA needs to 
know how to use the backups to restore the database to operational status as quickly 
as possible, without losing any transactions that were committed. There are several 
ways a database can fail, and the DBA must have a strategy to recover from each type 
of failure. From a business standpoint, there is a cost to doing backups, and the DBA 
makes management aware of the cost/risk trade-offs of various backup methods. 
DBAs use techniques such as online backups, clustering, replication, and standby 
databases  to provide higher availability.

TIP

“When running on vSphere Oracle remains the same” is one of the main pillars of Oracle 
on vSphere. This nugget of wisdom applies to all backup philosophies. Upon migration to 
virtualized infrastructure, DBAs can maintain all backup process and techniques previously 
used. However, DBAs should consider incorporation of the capabilities of virtualization 
into their back strategy. The classic approaches to include the use of Recovery Manager 
(RMAN)  , storage vendor snapshot database tools, and the manual copying of database files 
remain the most popular methods.

 ■ Performance tuning and monitoring: DBAs are responsible for monitoring the data-
base server on a regular basis to identify     bottlenecks and remedy them. Database 
server tuning is performed at multiple levels. The capacity of the server hardware 
and the way the OS is configured can become limiting factors, as can the database 
software configuration. The way the database is physically laid out on the disk drives 
and the types of indexing chosen also have an effect. The way queries against the 
database are coded can dramatically change how quickly results are returned. A DBA 
needs to understand which monitoring tools are available at each of these levels and 
how to use them to tune the system. Proactive tuning involves designing perfor-
mance into an application from the start, rather than waiting for problems to occur 
and fixing them. It requires working closely with developers of applications that run 
against the database to make sure that best practices are followed so that good per-
formance will result.

 ■ Troubleshooting and support: When things go wrong with the database server, the 
DBA needs to know how to quickly ascertain the   problem and to correct the issue 
without losing data or making the situation worse.  DBAs provide 24x7 support, 365 
days a year .
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Understanding Oracle Database Architectures
The    Oracle Server is a relational database management system (RDBMS)    that provides 
an open, comprehensive, and integrated approach to information management. An Oracle 
server consists of an Oracle database and an Oracle instance. Figure 1-9 describes the rela-
tionship between the database and the instance.
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Figure 1-9  Oracle database server architecture

 However in    Oracle RAC, there may be more than one instance accessing the same data-
base. An instance and a database may have a many-to-one relationship when using RAC, 
and a one-to-one in case of single-instance non-RAC Oracle deployments.

The following steps describe a basic Oracle configuration where the user and associated 
server process are on separate machines connected via a network:

 ■ An instance is running on the computer that is executing Oracle, often called the 
host or database server.

 ■ A computer used to run an application (a local machine or client workstation) runs 
the client as a user process. The client application attempts to establish a connection 
to the server using the appropriate SQL*Net/Oracle network driver.
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 ■ The server is running the proper SQL*Net/Oracle network driver. By default, the 
server detects the connection request from the application and creates a (dedicated) 
server process request on behalf of the user. Other types of database connections are 
possible, such as “shared server” connections as well as connections coming from 
application servers by proxy through connection pools.

 ■ The user executes a SQL statement and commits a transaction. For example, the 
user changes a name in a field or row of a table.

 ■ The server process receives the statement and checks the shared pool for a SQL 
statement resident in the shared SQL area that contains an identical SQL statement. 
If a shared SQL statement is found, the server process checks the user’s access privi-
leges to the requested data and the previously existing shared SQL statement is used 
to process the new statement; if not, a new shared SQL area is allocated for the state-
ment so that it can be parsed and processed.

 ■ The server process retrieves any necessary data from the actual data file (tables) after 
checking for the respective data blocks in the buffer cache.

 ■ The server process may modify data in the buffer cache, which is a primary com-
ponent of the system global area (SGA)  . Once the transaction is committed, the 
log writer (LGWR) process immediately records copies of the transcription of the 
transaction from the log buffer to the online redo log file. At this point, the database 
writer (DBWR) process writes modified data blocks permanently to the data files on 
disk when doing so is efficient.

 ■ If the transaction is successful and disk acknowledgment is received, the server pro-
cess sends a message across the network to the application. If it is not successful, an 
appropriate error message is transmitted.

Throughout this entire procedure, the other background processes run, watching for 
conditions that require intervention. In addition, the database server manages other user 
transactions and attempts to minimize contention such as locking, deadlock conditions, 
and bottlenecks on processing resources   .

Summary
The most important advancement in twenty-first century computing technology has 
been the inception and maturity of virtualization , more precisely VMware vSphere. At 
this point in the evolution of the industry, it is indisputable that 99.9% of all database or 
data management systems should be considered candidates for virtualization on vSphere. 
Oracle databases and software are prime candidates to consider migrating to virtualized 



13Summary

infrastructure. Subsequent chapters discuss the ever-evolving role of the DBA, which will 
be delivered with a heartfelt admonition: to consider the direction of technology growth 
and the projection of your own position in the next decade. Only one conclusion is rational 
because only one path is sustainable: Embrace virtualization as the next phase of the ever-
expanding province of the DBA or face obsolescence.
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