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Introduction

This book is primarily written for IT Professionals who work with Windows Server operating
systems on a regular basis. As such, it’s likely that Windows Server 2019 isn't the first version

of Windows Server that you've been responsible for managing. This is because the majority of
Windows Server administrators have been working with some version of the operating system
for more than a decade, with a good percentage having experience going back to the days of
Windows NT 4. With that in mind, this book doesn’t spend a great amount of time on introduc-
tory concepts or techniques; instead, it aims to provide intermediate to advanced coverage of
the most important roles and features available with Windows Server 2019, including its hybrid
cloud capabilities.

This book is also written under the assumption that as an experienced IT professional, you
know how to use a search engine to find relevant technical information. This leads to an obvi-
ous question, “Why would | buy a book if | can find relevant technical information with a search
engine?” The answer is that even though you may be good at tracking down technical informa-
tion and have experience filtering useful knowledge from wildly inaccurate guesses, you can
only search for something if you have an idea about it in the first place.

When presenting at conferences and user groups on Windows Server topics, | regularly encoun-
ter IT Professionals who have worked with Windows Server for many years who are unaware

of specific functionality or techniques related to the product, even if that functionality or tech-
nique has been available for many years. This is because Windows Server 2019 includes so many
roles, features, and moving parts, you are simply unlikely to know everything about the operat-
ing system. My aim in writing this book is to give you comprehensive coverage so that you'll
learn things that you didn’t know or simply missed, because when you've been solving a critical
problem, you've been focused on the specifics of that problem and haven't had time to explore
every facet of what the Windows Server operating system is capable of.

Changes since Windows Server 2016 Inside Out

This book includes several new chapters as well as revisions and updates—from moderate to
substantive—of chapters that were present in the Windows Server 2016 version of this book.
Some of the substantive changes include removing content related to the Nano Server deploy-
ment option, which is no longer supported; coverage of Windows Admin Center; a new chapter
on Azure laaS and hybrid services, as well as Windows Subsystem for Linux; and splitting an
extension of the security chapter from the 2016 edition into two separate chapters in this text.
There is also coverage of new roles and features including Storage Migration Services, Azure
File Sync, and Azure Update Management. While there are some chapters where only cosmetic
changes were made, from the perspective of total word count, this book is about 15 percent
longer than its predecessor, Windows Server 2076 Inside Out.
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A container is a portable isolated application execution environment. Containers allow devel-
opers to bundle an application and its dependencies in a single image. This image can easily

be exported, imported, and deployed on different container hosts, from a developer's laptop
computer, to Server Core on bare-metal hardware, and eventually to being hosted and run

on Azure. Because an application's dependencies are bundled with the application within a
container, IT operations can deploy a container as soon as it is handed off without worrying
whether an appropriate prerequisite software package has been installed or if a necessary set-
ting has been configured. Because a container provides an isolated environment, a failure that
occurs within one container will only impact that container and will not impact other container-
ized applications running on the container host.
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Container concepts

Containers can be conceptually challenging. To understand how containers work, you first must
understand some of the terminology involving containers. While these concepts will be fleshed

out more completely later in this chapter, you should understand the following terms at a
high level:

e Containerimage. A containerimage is a template from which a container is generated.
There are two general types of container images, which are usually created for a work-
load: a base OS image and a specific image. The difference between these containers on
Windows Server is as follows:

= Container base OS image. Thisis an image of the operating system upon which
other container images are built. Four Windows OS container images are regularly
published and updated by Microsoft. These images are available through an official
public container registry.
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®  Windows Server Core. This is an image of the Windows Server operating system
in the Server Core configuration. Containers don’t run with a GUI, so Server with
Desktop Experience is not available. This container image is suitable for traditional
.NET Framework applications.

= Nano Server. Thisisa Windows Server image with all unnecessary elements
stripped out. It is suitable for hosting .NET Core applications. The Nano Server
image container image is what became of the Nano Server installation option that
was available with the RTM version of Windows Server 2016. Because the image
is stripped down to the essentials, it is far smaller than the Windows Server Core
image and can be deployed and run more quickly.

m  Windows IoT Core. This is an image for Internet of Things (loT) applications.

m Windows. Thisisanimage that provides the full Windows API set but doesn’t
include all the server roles and features that are available in the Server Core image.
You should only use this option if the application you are trying to host has a
dependency that is not included in the Windows Server Core container image.

m  Containerimage. A containerimage stores changes made to a running con-
tainer base OS image or another container image. For example, you can start a new
container from a container base OS image, make modifications such as installing
Java or a Windows feature, and then save those modifications as a new container
image. The new container image only stores the changes you make, and therefore,
it is much smaller than the parent container base OS image. You can then create an
additional container image that stores modifications made to the container image
that has an installed Java and Windows feature. Each container image only stores
the changes made to the image from which it was run.
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e Sandbox. The sandbox is the environment in which you can make modifications to
an existing container image before you commit the changes to create a new container
image. If you don’t commit those changes to a new image, those changes will be lost
when the container is removed.

e Image dependency. A new container image has the container image from which
it was created as a dependency—for example, if you create a container image named
WebServer-1.0 that has the IIS role installed from the Server Core base OS image, and the
Server Core base OS image is a dependency for the WebServer-1.0 image. This depen-
dency is very specific, and you can't use an updated version of the Server Core base OS
image as a replacement for the version that you used when creating the WebServer-1.0
image. You can then export this container image that only records the changes made to
another container host. You can start the image as long as the dependency container OS
base image is present on that container host. You can have multiple images in a depen-
dency chain.
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e Container host. A container host is a computer that runs containers. A container host
can be virtual, physical, or even a cloud-based Platform as a Service (PaaS) solution.

e Container registries. Container registries are central storehouses of container images.
While it's possible to transfer containers or copy them to file shares using tools like FTP,
common practice is to use a container registry as a repository for container images. Pub-
lic container registries, such as the one that hosts Microsoft's base OS images, also store
previous versions of the container base OS images. This allows you to retrieve earlier
versions of the container base OS image that other images may depend upon. Docker
Hub is the primary public container registry used by Microsoft to publish images, though
the container images themselves are hosted in the Microsoft Container Registry at mcr.
microsoft.com. Container registries can be public or private. When working with your own
organization's container images, you have the option of creating and maintaining a pri-
vate container registry.

Inside QUT

Data and Containers

Containers offer a non-persistent, isolated application execution environment. An
application should run in the container, but it shouldn’t store application datain a
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container. Application data should be stored in a location separate from the container,
such as in a back-end database server, Azure storage blob, or other persistent alterna-
tive. Containers are good at serving in stateless roles, such as load balanced front-end
web servers; this is especially true because you can start new containers quickly to
handle additional loads as required.

Isolation modes

Windows Server supports two container isolation modes: Process Isolation mode and Hyper-V
Isolation mode. In previous versions of Microsoft's documentation, these isolation modes were
occasionally called "Windows Server containers” and “"Hyper-V containers.” Windows 10 sup-
ports only Hyper-V Isolation mode. Windows Server 2016 and Windows Server 2019 support
Process Isolation and Hyper-V Isolation modes.

Process Isolation mode

Process Isolation mode provides a container with process and namespace isolation. Containers
running in this Isolation mode share a kernel with all other containers running on the container
host. This is similar to the manner in which containers run on Linux container hosts. Process
Isolation is the default mode used when running a container. If you want to ensure that the con-
tainer is being used, start the container using the --isolation=process option.
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Hyper-V Isolation mode

A container running in Hyper-V Isolation mode runs in a highly optimized virtual machine that
also provides an isolated application execution environment. Hyper-V Isolation mode containers
don't share the kernel with the container host, nor do they share the kernel with other contain-
ers on the same container host. You can only use Hyper-V Isolation mode containers if you have
enabled the Hyper-V role on the container host. If the container host is a Hyper-V virtual machine,
you will need to enable Nested Virtualization. By default, a container uses the Process Isolation
mode. You can start a container in Hyper-V Isolation mode by using the --isolation=hyperv option.

For example, to create a Hyper-V container from the microsoft/windowsservercore image, issue
this command:

Docker run -it --isolation=hyperv mcr.microsoft.com/windows/servercore cmd

More Info

Container isolation

You can learn more about container isolation at https://docs.microsoft.com/en-us
/Vvirtualization/windowscontainers/manage-containers/hyperv-container.
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Managing containers with Docker

Containers on Windows Server are managed using the Docker engine. The advantage is that the
command syntax of Docker on Windows is almost identical to the command-line tools in Docker
on Linux. While there is a community-maintained PowerShell module for managing containers on
Windows Server available on GitHub, PowerShell is not the primary tool for Windows Server con-
tainer management, and very few people use PowerShell to manage containers.

For Windows Server administrators unfamiliar with Docker syntax, the commands include
extensive help support. Typing Docker at the command prompt will provide an overview of
the high-level Docker functionality. You can learn more about specific commands by using the
--help command parameter. For example, the following command will provide information
about the Docker Image command:

docker image --help

More Info
Docker Engine on Windows

You can learn more about Docker Engine on Windows at https://docs.microsoft.com
/en-us/virtualization/windowscontainers/manage-docker/configure-docker-daemon.
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Installing Docker

Docker is not included with the Windows Server installation media, and you don't install it as a
role or feature. Instead, you need to install Docker from the PowerShell Gallery. Although this is
unusual for an important role on a Windows Server operating system, it does have the advan-
tage of ensuring that you have the latest version of Docker.

The simplest way to install Docker is to ensure that your Windows Server computer has Internet
connectivity. You then run the following command from an elevated PowerShell prompt, as
shown in Figure 10-1, to install the Docker Microsoft Provider:

Install-Module -Name DockerMsftProvider -Repository PSGallery -Force

R At CWindiwe'sy st emEBie o= povwershiel ==

PS C:\> Install-Module -Name DockerMsftProvider -Repository PSGallery -Force el

NuGet provider is required to continue

PowerShellGet requires NuGet provider version "2.8.5.201" or newer to interact with NuGet-based
repositories. The NuGet provider must be available in 'C:\Program
Files\PackageManagement\ProviderAssemblies' or
'C:\Users\Administrator.S1\AppData‘iLocal\PackageManagement\ProviderAssemblies'. You can also
install the MuGet provider by running 'Install-PackageProvider -Name NuGet -MinimumVersion
2.8.5.281 -Force'. Do you want PowerShellGet to install and import the NuGet provider now?

[¥] Yes [N] Mo [S] Suspend [?] Help (default is "Y"): ¥

PSGa\D o
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FIGURE 10-1 Install DockerMsftProvider

Next, install the most recent version of Docker. You do this by executing the following com-
mand, as shown in Figure 10-2; choose Yes when prompted to install software from a source not
marked as Trusted.

Install-Package -Name docker -ProviderName DockerMsftProvider

B Administraton Windows PowerShel 2 o %
The package(s) come(s) from a package scurce that is not marked as trusted. A
Are you sure you want to install software from 'DockerDefault'?

[¥] Yes [A] Yes to A1l [N] No [L] No to All [S] Suspend [?] Help (default is "N"): A

WARNING: A restart is required to enable the containers feature. Please restart your

machine.

Name Version Source Summary

Docker 15.83.5 DockerDefault Contains Docker EE for..
PS C:\>»

FIGURE 10-2 Install Docker
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You'll then need to restart the computer that will function as the container host to complete the
installation of Docker. You can update the version of Docker when a new one becomes available
by rerunning the following command:

Install-Package -Name docker -ProviderName DockerMsftProvider

Demon.json

If you want to change the default Docker Engine settings, such as whether to create a default
NAT network, you need to create and configure the Docker Engine configuration file. This file
doesn't exist by default. When it is present, the settings in the file override the Docker Engine’s
default settings.

You should create this file in the C:\ProgramData\Docker\config folder. Before editing the
Demon.json file, you'll need to stop the Docker service using the following command:

Stop-Service docker

You only need to add settings that you want to change to the configuration file. For example,
if you only want to configure the Docker Engine to accept incoming connections on port 2701,
you add the following lines to demon.json:
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{
"hosts": ["tcp://0.0.0.0:2701"]

}

The Windows Docker Engine doesn't support all possible Docker configuration file options. The
ones that you can configure are shown below:

{
"authorization-plugins": [],
"dns": [],
"dns-opts": [],
"dns-search": [],
"exec-opts": [],
"storage-driver": "",
"storage-opts": [],

"labels": [1],
"log-driver": "",
"mtu": O,
llp_idﬁ‘lell: Illl’

"cluster-store": ,
"cluster-advertise": "",
"debug": true,

"hosts": [],
"log-level": "",
"tlsverify": true,

"tlscacert": ,

"tlscert": s

"tlskey": ,
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"group": ’
"default-ulimits": {},

"bridge": ,
"fixed-cidr": "",
"raw-logs": false,
"registry-mirrors": [],
"insecure-registries": [],
"disable-legacy-registry": false
}
These options allow you to do the following when starting the Docker Engine:
e authorization-plugins. Which authorization plug-ins the Docker Engine should load
e dns. Which DNS server the containers should use for name resolution
e dns-opts. Which DNS options to use
e dns-search. Which DNS search domains to use

e exec-opts. Which runtime execution options to use

e storage-driver. Specify the storage driver

(=)
=
o
Ll
-
a8
<
I
O

e storage-opts. Specify the storage driver options

e labels. Docker Engine labels

e log-driver. Default driver for the container logs

e mtu. Container network MTU

e pidfile. Path to use for daemon PID file

e group. Specify the local security group that has permissions to run Docker commands
® cluster-store. Cluster store options

e cluster-advertise. Cluster address to advertise

e debug. Enable Debug mode

® hosts. Daemon sockets to connect to

e log-level. Logging detail

e Tisverify. Use TLS and perform verification

e tlscacert. Specify which Certificate Authorities to trust

o tlscert. Location of the TLS certificate file
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e tlskey. Location of the TLS key file

e group. UNIXsocket group

e default-ulimits. Default ulimits for containers

e bridge. Attach containers to network bridge

e fixed-cidr. [|Pv4 subnet for static IP address

e raw-logs. Logformat used

e registry-mirrors. Preferred registry mirror

e insecure-registries. Allow insecure registry communication
e disable-legacy-registry. Block contacting legacy registries

Once you have made the necessary modifications to the daemon.json file, you should start the
Docker service by running this PowerShell command:

Start-Service docker
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Retrieving container OS image

You can retrieve the Server Core base OS container image by running the following command,
as shown in Figure 10-3:

docker pull mcr.microsoft.com/windows/servercore:1tsc2019

ER Administraton Windows PewerShell — O x

PS C:\> docker pull mcr.microsoft.com/windows/servercore:ltsc2019

1tsc2019; Pulling from windows/servercore

65814b3¢3121: Pull complete

e96be897c5d1l: Pull complete

Digest: sha256:e75268361cbd398788c195a159¢c2c56e3ef4eedllecd9bd57bdac73Ff1ad3e33
Status: Downloaded newer image for mcr.microsoft.com/windows/servercore:ltsc2019
mcr .microsoft.com/windows/servercore: 1tsc2019

PS C:\>

FIGURE10-3 Pull OS image

You can retrieve the Nano Server base OS container image by running this command:

docker pull mcr.microsoft.com/windows/nanoserver:1909
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Unlike the Server Core image, where you will want to pull the Long Term Servicing Chan-
nel (LTSC) version, with Nano Server you'll need to determine the most recent supported
version, keeping in mind that Nano Server images are only supported for 18 months. You
can do that by looking at the image page on Docker Hub at https://hub.docker.com/ /
microsoft-windows-nanoserver.

The latest version of the Server Core image is updated frequently. Because of dependency issues
when working with older containers, you might need an earlier version of the base OS image. To
retrieve all versions of the WindowsServerCore image from the public registry, run this command:

docker pull -a mcr.microsoftcom/windows/servercore

To retrieve all versions of the Nano Server image, as shown in Figure 10-4, run this command:

Docker pull -a mcr.microsoft.com/windows/nanoserver

= A for i CAWindowsysystem3Nemd.exe - p el EE-
cte2dbfedi3d: Pull complete Eal
Digest: sha256:e161c¢43c9695a20d0b7271e7339bb041826db548667d2d%eccBie8dchTbadbed

10.08.14393.206: Pulling from microsoft/nanoserver

5496abde368a: Pull complete

Digest: sha256:1c514beb110052b91235Fdted4a9994d7bcadb15682d061be6abacdcbdfdaae3

10.09.14393.206_cs-cz: Pulling from microsoft/nanoserver

'c@917285e823: Pull complete

Digest: sha256:32080a3f3d9c4e89834713415a04a398b6035587ebcB71c108car49a195F47a47

18.0.14393.206_de-de: Pulling from microsoft/nanoserver

48899ba2f3b3: Pull complete

Digest: sha256:75aad42d6%ed123d23b7525980b3bT7b915e7e6838e8675bd827d529721dc3f2

10.0.14393.206_es-es: Pulling from microsoft/nanoserver

b5ftad+3fecd6: Pull complete

Digest: sha256:d1c809c7617e8d8beb825beaz2285313e7Fbc83¢344e4553db255F2e9b2a18ate

18.8.14393.206 fr-fr: Pulling from microsoft/nanoserver

215b98cc20+3: Extracting 243.6 MB/243 .6 MB
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FIGURE 10-4 Pulling all versions of an OS image

Container registries and images

Container registries are repositories for the distribution of container images. The main container
registry that will be of interest to Windows Server administrators is the Docker Hub public
repository. Microsoft posts container images on the Docker Hub registry, including the base

OS images, images that include evaluation editions of SQL Server, and technologies such as the
latest builds of ASPNET on containers and Azure CLI. You can view all Microsoft's published con-
tainer images at https.//hub.docker.com/u/microsoft.

From the Docker Hub registry, you can retrieve the following published Microsoft container images:

e Nanoserver. Thisis the base image for the Nano Server container operating system.

docker pull mcr.microsoft.com/windows/nanoserver:1909
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e Windows Server Core. This is the base image for the Windows Server Core container
operating system.

docker pull mcr.microsoft.com/windows/servercore:1tsc2019
docker pull mcr.microsoft.com/windows/servercore:1909

e Windows loT Core. This is the base image for Windows loT containers.

docker pull mcr.microsoft.com/windows/iotcore:1809

e Windows IIS. This includes the Internet Information Services on Windows Server Core
container operating system.

docker pull mcr.microsoft.com/windows/servercore/iis:windowsservercore-1tsc2019
docker pull mcr.microsoft.com/windows/servercore/iis:windowsservercore-1909

® Microsoft SQL Server. This container image contains Microsoft SQL Server on Linux
and will only run on Linux container hosts, rather than on Windows Server container
hosts, unless you configure LCOW.

docker pull mcr.microsoft.com/mssql/server:2019-Tatest

e AzureCli. Thisincludes Azure CLI on a Linux container operating system.

docker pull mcr.microsoft.com/azure-cli

® ASP.NET Core Runtime. Thisincludes ASPNET Core on the Windows Server Core con-
tainer operating system.

docker pull mcr.microsoft.com/dotnet/core/aspnet:3.1

e Microsoft PowerShell. This includes PowerShell on cross-platform container images.

docker pull mcr.microsoft.com/powershell

In cases in which multiple images exist, such as Windows Server Core and Nano Server, you can
use the -a option with the Docker pull command to retrieve all images. This can be helpful if
you don't know the image ID of the specific image that you wish to retrieve. For example, use
this command when pulling the Microsoft PowerShell container image, which includes both
Windows Server Core and Nano Server images: docker pull -a mcr.microsoft.com/powershell.

When you pull an image from a registry, the action will also download any dependency images
that are required. For example, if you pull an image that was built on a specific version of the
Windows Server Core base image and you don’t have that image on the container host, that
image will also be downloaded from a container registry.

You can view a list of images that are installed on a Windows Server container host by using the
following command:

Docker image 1list



Managing containers 347

You can use Windows Admin Center to view a list of container images that are installed on a
Windows Server container host, as shown in Figure 10-5. You can also use Windows Admin Cen-
ter to delete images that are installed on a Windows Server container host.

Windows Admin Center  Server Manager - ; Microsoft

mel-containerho

Tools < Containers
jol Summary Containers Images MNetworks Volumes
H LT UL dLEY
=} n 92 tems
Eﬁ Containers Repository Tag Image iD Created At Size
L& Devices mcrmicrosoft.com/windows/servercore/iis latest sha?5628.., 2019-11-1.. 501GB 4
mermicrosoft.com/windows/servercore Itsc20719 sha?5649.., 2019-11-0.. 4.81GB
Events
mermicrosoft.com/windows/iotcore 1809 sha256:86.. 2019-11-0.. 788MB
Files w

. YN, =T W b OO 1000 2mn A L T 010 110 TOOKAD

FIGURE10-5 List of container images

o
-
oc
Ll
-
(a1
<
I
O

More Info

Official Microsoft Container Images

You can see which container images Microsoft has made available at https://hub.docker
.com/u/microsoft/.

Managing containers

You use Docker to perform all container management tasks on computers running Windows
Server. At present, the container management functionality available in Windows Admin Center
is limited, but it's likely that over time, most tasks that you can perform from the Docker prompt
will be available in WAC.

Starting a container

You create a new container by specifying the container image from which you wish to create the
container. You can start a container and run an interactive session either by specifying cmd.exe or
PowerShell.exe by using the -it option with docker run. Interactive sessions allow you to directly
interact with the container through the command line from the moment the container starts.
Detached mode starts a container, but it doesn't start an interactive session with that container.
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For example, to start a container from the Microsoft/windowsservercore image and to enter an
interactive PowerShell session within that container once it is started, use this command:

Docker run -it mcr.microsoft.com/windows/servercore:1tsc2019 powershell.exe

Also important is that, by default, containers use network address translation. This means that

if you are running an application or service on the container that you want to expose to the
network, you'll need to configure port mapping between the container host’s network interface
and the container. For example, you would run the following command if you had downloaded
the Microsoft/iis container image and you wanted to start a container in Detached mode and
map port 8080 on the container host to port 80 on the container (see Figure 10-6).

Docker run -d -p 8080:80 mcr.microsoft.com/windows/servercore/
iis:windowsservercore-1tsc2019

BN Administrator: Windows PowerShell == (| =
PS C:\> Docker run -d -p B@888:80 mcr.microsoft.com/windows/servercore/iis:windowsservercore-ltsc2819 ~
B8aa8ff8163f71deB882037d725b21698c4cb9c7e5eall®9e5cf62f@308a5fe53a3
PS C:\>
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FIGURE10-6 Port mapping

This is only the very basic sort of information you'd need to get started with a container, and
you will learn more about container networking later in this chapter.

You can verify which containers are running by using the docker ps command, as shown in Fig-
ure 10-7, or by using Windows Admin Center. The problem with the simple docker ps command
option is that this will only show you the running containers and won't show you any that are in
a stopped state. You can see which containers are on a container host, including containers that
aren’t currently running, by using the docker ps -a command.

& Administeator, CWindowe\system2\cmd.exe =a]%
C:\>docker ps
CONTAINER ID IMAGE COMMAND CREATED STATUS

PORTS NAMES
20864481b1e37 microsoft/iis "C:\\ServiceMonitor..." 4 minutes ago Up 4 minutes

8.9.0.0:8080->80/tcp  elegant_ spence

C:\>

FIGURE 10-7 Listing containers

You can also view the containers that are on a Windows Server container host using Windows
Admin Center, if you have loaded the Containers extension, as shown in Figure 10-8.
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Windows Admin Center  Server Manager = Microsoft
.
mel-containerho
Tools < Containers
. ye) Summary Containers Images Networks Volumes
~ o4 Tl o -

B owrisk End Al Delete 5 items

Marne Images Sta. Poe. Chd.. lin} Cre. e, M. Size
4 Azure hybrid services

dazzling_almeida mermicrosoft.com/windowsfservercor..  Bdte.. [pe.. 383, M. 000% OB 08
&8 Azure Backup modest_kars meemicrosoft.com/windows/servercor..  Up4.. [po..  T48..  201.. 0.00% 104, OB
G Azure File Sync charming_gates mermicrosoft.com/windows/servercor..  Up 2. [pa.. 4bl.. 201.. 000% 881. OB

infallible_barg mermicrosoft.com/windows/servercor.,  Up3.. [pe...  45cc.. 201.. 0.00% 804. OB
m Azure Monitor

frosty_lumiere mermicrosofi.com/windows/servercor..  Up4.. [po... Jea... 0. 3% 885. OB
B Azure Security Center
G2 Certifcates Details - frosty_lumiere fua
@ Containers Stats Details logs Console Events

P
L5 Devices cpy
I
" 100% LPU Usage

- - 0%
{0:5 Settings

FIGURE 10-8 Windows Admin Center container list

One thing that you'll notice about containers is that they appear to be assigned random names,
such as sarcastic_hedgehog, dyspeptic_hamster, and sententious_muppet. Docker assigns ran-
dom names, rather than asking you for one, because containers are a more ephemeral type of
application host than a VM; because they are likely to only have a short lifespan, it isn't worth
assigning any name that you'd need to remember. The reason for the structure of the random
names is that they are easy to remember in the short term, which makes containers that you
must interact with on a short-term basis easier to address than when using hexadecimal con-
tainer IDs. Figure 10-9 shows the output of the docker ps -a command and shows the names

of containers including: charming_gates, infallible_borg, frosty_lumiere, modest_kare, and
dazzling_alemida.

EN Administrator: Windows PowerShell - (] X<
PS C:%» docker ps -a ~
CONTAINER ID INAGE COMMAND CREATED STATUS

PORTS NAMES
bldeclacclc mcr . microsott, com/windows/servercors: ltsc2Bly “powershell.exe” 3 minutes ago Up 3 mi
nutes charming_gates
Msccfoc/4lese mcr.microsoft. com/windows/servercore: 1tsc28ly “powershell.exe” 3 minutes ago Up 3 mi
nutes infallible borg
3eaddB523adY mcr.microsoft. com/windows/servercors: Itsc2819 “powershell.exe” 3 minutes ago Up 3 mi
nutes frosty_lumiere
745983172563 mcr.microsoft. com/windows /servercore: 1tsc2els “powershell.exe” 7 minutes ago Exited
(8) 6 seconds ago modest_kare
f3636Tagle3s mcr.microsoft. com/windows/servercore: 1tsc2819 “powershell.exe” 52 minutes ago Exited
(@) 7 minutes ago dazzllng_almelda
PS5 C:\>» w

FIGURE10-9 List all images
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Earlier in the chapter, you learned that it was possible to start a container in Detached mode. If
you want to start an interactive session on a container that you started in Detached mode, use
the docker exec -i <containername> powershell.exe command. Figure 10-10 shows entering an
interactive session on a container started in Detached mode. The hostname command displays
the container’s ID.

EX Administrator: Windows PowerShell — O >
PS C:\> docker ps ~
CONTAINER ID IMAGE COMMAND

CREATED STATUS PORTS NAMES
|BaaBff8163F7 mcr_microsoft.comf/windows/servercore/iis :windowsservercore-1tsc2819 "C:\\ServiceMoni
tor.e." 3 minutes ago Up 3 minutes 0.0.0.08:8080-580/tcp  gracious_robinson

PS C:\» docker exec -i gracious_robinson powershell.exe
indows PowerShell
Copyright (L) Microsoft Corporation. All rights reserved.

PS C:\» hostname
hostname
Baa8ff81l63f7

PS C:\>

FIGURE 10-10 Starting an interactive session

In some cases, it will be necessary to start a stopped container. You can start a stopped con-
tainer using the Docker start <containername> command.
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Modifying a running container

Once you have a container running, you can enter the container and make the modifications
that you want to make to ensure that the application the container hosts will run correctly. This
might involve creating directories, using the dism.exe command to add roles, or using the wget
PowerShell alias to download and install binaries such as Java. For example, the following code,
when run from inside a container, downloads and installs an older version of Java into a con-
tainer based on the Server Core base OS container:

wget -Uri "http://javadl.sun.com/webapps/download/AutoDL?BundleId=107944" -outfile
javalnstall.exe -UseBasicParsing

REG ADD HKLM\Software\Policies\Microsoft\Windows\Installer /v DisableRollback /t REG_
DWORD /d 1 | Out-Null ./javaInstall.exe /s INSTALLDIR=C:\Java REBOOT=Disable | Out-Null

Once you are finished modifying the container, you can type Exit to exit the container. A con-
tainer must be in a shut-down state before you can capture it as a container image. You use the
docker stop <containername> cmdlet to shut down a container.
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Containers and Chocolatey

Chocolatey offers another method of installing software on containers. You can spin
up a new container, install Chocolatey, and then create a new image from that con-
tainer. The process of installing additional software will be simpler each time you spin
up a new container from that new image that includes Chocolatey.

Creating a new image from a container

Once the container is in the desired state and shut down, you can capture the container to a new
container image. You do this using the docker commit <container_name> <new_image_name>
command. Figure 10-11 shows committing a modified container to a new container image named
new_iis_java and verifying the properties of the image using the docker images command.

o
-
o
Ll
B Administrator: C\Windows\ eystem32\cmd.exe ==]EE E
: _— = <
C:\>docker commit elegant_spence new_iis_java T
5ha256:89236663df2f0e4c365ad44468c1ae7219bTal114dAd5985b3bd4c3c05513F 100 O
C:\>docker images new iis java
REPOSITORY TAG IMAGE 1D CREATED S5I7E
new_iis jave latest 89236663df2f 13 seconds ago 19.4 GB
C:\>

FIGURE 10-11 Docker commit

Once you have committed a container to a container image, you can remove the container using
the docker rm command. For example, to remove the elegant_spence container, issue this command:

Docker rm elegant_spence

Using Dockerfiles

Dockerfiles are text files that allow you to automate the process of creating new container
images. You use a Dockerfile with the docker build command to automate container creation,
which is very useful when you need to create new container images from regularly updated
base OS container images.
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Dockerfiles have the elements shown in Table 10-1.

Table 10-1 Dockerfile Element

Instruction Description

FROM Specifies the container image used in creating the new image creation. For
example:
FROM mcr.microsoftcom/windows/servercore:1tsc2019

RUN Specifies commands to be run and captures them into the new container image.
For example:

RUN wget -Uri "http://javadl.sun.com/webapps/download/
AutoDL?BundleId=107944" -outfile javaInstall.exe -UseBasicParsing
RUN REG ADD HKLM\Software\Policies\Microsoft\Windows\Installer /v
DisableRol1back /t REG_DWORD /d 1 | Out-Null

RUN ./javaInstall.exe /s INSTALLDIR=C:\Java REBOOT=Disable |
Out-Null

COPY Copies files and directories from the container host filesystem to the filesystem of
the container. For windows containers, the destination format must use forward
slashes. For example:

COPY examplel.txt c:/temp/

ADD Can be used to add files from a remote source, such as a URL. For example:
ADD https://www.python.org/ftp/python/3.5.1/python-3.5.1.exe

(@)
I
>
=
—'
m
X
—_
o

WORKDIR  Specifies a working directory for the RUN and CMD instructions.

CMD A command to be run when deploying an instance of the container image.

For example, the following Dockerfile will create a new container from the mcr.microsoft.com
/windows/servercore:ltsc2019 image, create a directory named ExampleDirectory, and then
install the 1IS Webserver feature.

FROM mcr.microsoftcom/windows/servercore:1tsc2019
RUN mkdir ExampleDirectory
RUN dism.exe /online /enable-feature /all /featurename:iis-webserver /NoRestart

To create a container image named example_image, change into the directory that hosts the
Dockerfile (no extension) file and run the following command:

Docker build -t example_image

More Info
Dockerfile with Windows

You can learn more about using Dockerfile with Windows at https://docs.microsoft.com
/en-us/virtualization/windowscontainers/manage-docker/manage-windows-dockerfile.
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Managing container images

To save a Docker image for transfer to another computer, use the docker save command. When
you save a Docker image, you save it in .tar format. Figure 10-12 shows exporting the new_iis_java
image to the c:\archive\new_iis_java.tar file.

R I SE

C:\>»docker save new iis java -o c:\archive\new iis java.tar

C:\>»dir c:\archive
Volume in drive C has no label.
Yolume Serdial Number is 8881-D760

Directory of c:\archive

83/06/2017 ©1:08 AM <DIR>

031/06/2017 ©01:08 AM <DIR> a5

03/06/2017 ©1:08 AM 10,628,078,592 new_iis java.tar
1 File(s) 18,628,878,592 bytes
2 Dir(s) 76,931,993,600 bytes free

e\

FIGURE 10-12 Docker save command
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You can load a Docker image from a saved image using the docker load command. For
example, Figure 10-13 shows loading a container image from the c:\archive\new_iis_java.tar
file created earlier.

B Adminstratior G WindowsioystemiBicmi ace [=]a]E

C:\>docker load < c:\archive\new iis_java.tar
FT4£f7195e2e52: Loading layer 541.1 MB/541.1 MB
Loaded image: new iis java:latest

>

FIGURE 10-13 Load archived image

When you have multiple container images that have the same name, you can remove an
image by using the image ID. You can determine the image ID by running the docker images
command, as shown in Figure 10-14. You can also use Windows Admin Center to view this
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information. You can’t remove a container image until the last container created from that
image has been deleted either directly or indirectly.

B Adminictrator, C\Windows\system3d\cmd.sxe - powerchell [=]=3&
PS C:\Users\Administrator.S1> docker images | f
REPOSITORY TAG IMAGE ID CREATED SIZE
microsoft/windowsservercore  latest 4d83c32ada97 7 weeks ago 9.56 GB
microscft/nanoserver 10.8.14393.321 nl-nl  64e42bb913ch 4 months ago 815 MB
microsoft/nanoserver 10.9.14393.321 ko-kr  f4cBbZa93fe7 4 months ago 826 MB
microsoft/nanoserver 10.0.14393.321 ja-jp allbe72Ze@cc 4 months ago 826 MB
microsoft/nanoserver 18.8.14393.321 it-it  51bP96el7ab2 4 months ago 817 MB
microseft/nancserver 18.8.14393.321 hu-huy  555a898d54fc 4 months ago 814 MB
microsoft/nanoserver 10.0.14393.321 fr-fr  82@ebealbaac 4 months ago 820 MB
microsoft/nanoserver 10.0.14393.321 es-es  Sacch6721ded 4 months ago 816 MB
microsoft/nanoserver 10.9.14393.321 de-de  964a3b2e583d 4 months ago 817 MB
microsoft/nanoserver 10.0.14393.321 cs-cz  2f3feb51aa9s 4 months ago 813 MB
microsoft/nanoserver 10.0.14393.206 zh-tw cdfcac/laba8 5 months ago 660 MB
microsoft/nanoserver 18.9.14393.205 zh-cn  Bca32cc9607e 5 months ago 659 MB
microsoft/nanoserver 18.0.14353.206 tr-tr 19c¢268b71752 5 months ageo 653 MB
microscft/nanoserver 18.8.14303 205 _sv-se  T7dAf2055238 5 months ago 653 MB
microsoft/nanoserver 10.09.14393.206_ru-ru  13dB3c85d601 5 months ago 673 MB

A microsoft/nanoserver 18.8.14393.321 eldbcBeceal? 5 months ago 818 MB

T microsoft/nanoserver 18.0.14393.2086 853f9db844af 5 months ago 652 MB

> microsoft/nanoserver 18.0.14300.1030 3a7P3c6e%7a2 8 months ago 973 MB

o PS C:\Usersh\Administrator.Si>

— -

m

o)

—

o

FIGURE 10-14 Image list

You then remove the image by using the docker rmi command with the image ID. For example,
Figure 10-15 shows the removal of the image with the /D a896e5590871 using this command:

docker rmi a896e5590871

@ Administrator: C\Windows\system3Zicmd.exe - powershell ===
PS C:\Users\Administrator.S1l> docker rmi 283625590871 | §
Untagged: microsoft/nanoserver:18.0.14393.206_de-de

Untagged: microsoft/nanoserveriisha256: ?5aad42d69ed123d23b?529988b3bf7b915e?e6838e86?9bd82?d529?21dc3
2

Deleted: sha256:a896e5590871defa8e9442c6d43ad1562076afc6b83e1251336decebd29abfel

PS C:\Users\Administrator.Si>

FIGURE 10-15 Remove image

You can also remove a container image by selecting the image in the list of containers in Win-
dows Admin Center and clicking Delete.
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Service accounts for Windows containers

Although containers based on the Server Core and Nano Server operating systems have most
of the same characteristics as a virtual machine or a bare-metal deployment of the Server
Core or Nano Server versions of Windows Server, one thing that you can’t do with containers
is to join them to a domain. This is because containers are supposed to be temporary, rather
than permanent, and domain-joining them would clog up Active Directory with unnecessary
computer accounts.

While containers can’t be domain-joined, it is possible to use a group-managed service account
(gMSA) to provide one or more containers with a domain identity similar to that used by a
device that is realm-joined. Performing this task requires downloading the Windows Server
Container Tools and ensuring that the container host is a member of the domain that hosts the
gMSA. When you perform this procedure, the container's LocalSystem and Network Service
accounts use the gMSA. This gives the container the identity represented by the gMSA.

To configure gMSA association with a container, perform the following steps:
1. Ensure that the Windows Server container host is domain-joined.

2. Add the container host to a specially created domain security group. This domain security
group can have any name.
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3. Create agMSA and grant gMSA permission to the specially created domain security
group of which the container host is a member.

4. Install the gMSA on the container host.

5. Use the New-CredentialSpec cmdlet on the container host to generate the gMSA credentials
in a file in JSON format. This cmdlet is located in the CredentialSpec PowerShell module,
which is available as a part of the Windows Server Container tools. For example, if you
created a gMSA named MelbourneAlpha, you would run the following command:

New-CredentialSpace -Name MelbourneAlpha -AccountName MelbourneAlpha

6. You can verify that the credentials have been saved in JSON format by running the Get-
CredentialSpec cmdlet. By default, credentials are stored in the C:\ProgramData\Docker\
CredentialSpecs\ folder.

7. Start the container using the --security-opt “credentialspec="option and specify the JSON
file containing the credentials associated with the gMSA. For example, run the following
command if the credentials are stored in the file twt_webapp01.json:

docker run --security-opt "credentialspec=file://twt_webapp0l.json" --hostname
webapp0l -it mcr.microsoft.com/windows/servercore:1tsc2019 powershell
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Once you've configured the container to indirectly use the gMSA for its Local System and
Network Service accounts, you can provide the container with permissions to access domain
resources by providing access to the gMSA. For example, if you wanted to provide the container
with access to the contents of a file share hosted on a domain member, you can configure per-
missions so that the gMSA has access to the file share.

More Info
Active Directory Container Service Accounts

You can learn more about Active Directory Container Service Accounts at
https://docs.microsoft.com/en-us/virtualization/windowscontainers/manage-containers
/manage-serviceaccounts.

Applying updates

One of the concepts that many IT operations personnel find challenging is that you don't
update a container that is deployed in production. Instead, you create a fresh container from
the original container image, update that container, and then save that updated container as a
new container image. You then remove the container in production and deploy a new container
to production that is based on the newly updated image.
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For example, you have a container that hosts a web app deployed from a container image
named WebAppT that is deployed in production. The developers in your organization release
an update to WebApp1 that involves changing some existing settings. Rather than modifying
the container in production, you start another container from the WebAppT1 image, modify
the settings, and then create a new container image named WebApp2. You then deploy a
new container into production from the WebApp2 container image and remove the original
un-updated container.

While you can manually update your container base OS images by applying software updates,
Microsoft releases updated versions of the container base images each time a new software
update is released. Once a new container OS base image is released, you or your organization’s
developers should update existing images that are dependent on the container OS base image.
Regularly updated container base OS images provide an excellent reason for eventually moving
toward using Dockerfiles to automate the process of building containers. If you have a Dock-
erfile configured for each container image used in your organization, updating your Container
base OS images when a new Container base OS image is released is a quick, painless, and auto-
mated process.
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Keep old OS images

You'll need to keep your old container OS base images around until all the container
images that are dependent on that old container OS base image have been replaced
by newly updated container images.

Container networking

Each container has a virtual network adapter. This virtual network adapter connects to a virtual
switch, through which inbound and outbound traffic is sent. Networking modes determine how
network adapters function in terms of IP addressing—meaning whether they use NAT or are
connected to the same network as the container host.

Windows Containers support the following networking modes:

e NAT. Each container is assigned an IP address from the private 172.16.0.0 /12 address
range. When using NAT, you can configure port forwarding from the container host to
the container endpoint. If you create a container without specifying a network, the con-
tainer will use the default NAT network. The Docker service creates its own default NAT
network. When the container host reboots, the NAT network will not be created until
the Docker service has restarted. Any container that was attached to the existing NAT
network and that is configured to persist after reboot (for example, because it uses the
—restart always option) will reattach to the NAT network that is newly created when the
Docker service restarts.
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e Transparent. Each container endpoint connects to the physical network. The containers
can have IP addresses assigned statically or through DHCP.

e Overlay. Use this mode when you have configured the Docker Engine to run in Swarm
mode. Overlay mode allows container endpoints to be connected across multiple con-
tainer hosts.

e L2 Bridge. Container endpoints are on the same IP subnet used by the container host.
IP addresses must be assigned statically. All containers on the container host have the
same MAC address.

e L2 Tunnel. This mode is only used when you deploy containers in Azure.

You can list available networks using the following command, as shown in Figure 10-16:

docker network 1s
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= Admini CAWindowe . I erd exe El'
C:\>docker network ls
NETWORK ID NAME DRIVER SCOPE

8d46d3fdde12 nat nat local

32322650+4d@ none null local

Ca\>

FIGURE 10-16 Network list

You can also view a list of container networks in Windows Admin Center, as shown in Figure 10-17.

Windows Admin Center ~ Server Manager = Microsoft

mel-containerho

Tools g Containers
arch Toots 2 Summary Containers Images MNetworks Volumes
0 Overview “ 2items
Mame o Ciriver Scope
A Azure hybrid services
nat B8a20d4T90c2c50ff38ebT9.. nat locat
& paure sackup nane F430c835H58Tcda00a080T.. il local
C‘j Azure File Sync
G Azure Monitor
18 Azure Security Center Details - nat )
EE' 2 MName D Driver
‘| =N nat 28a20d4790c2c56ff38eb798 nat
b062773b36d979679¢23496
£ Deviess 5637c4a7675a4309b
g (%)
- Scape Subrnet Gateway
53¢ settings local 172.2532.0/20 17225321

FIGURE 10-17 Windows Admin Center network list

To view which containers are connected to a specific network, run this command:

Docker network inspect <network name>



Container networking 359

You can create multiple container networks on a container host, but you need to keep in mind
the following limitations:

e If you are creating multiple networks of the transparent or L2 bridge type, you need to
ensure that each network has a separate network adapter.

e If you create multiple NAT networks on a container host, additional NAT network prefixes
will be partitioned from the container host's NAT network's address space. (By default, this
is 172.16.0.0/12.) For example, these will be 172.16.1.0/24, 172.16.2.0/24, and so on.

NAT

Network Address Translation (NAT) allows each container to be assigned an address in a
private address space, while connecting to the container host's network uses the container
host's IP address. The default NAT address range for containers is 172.16.0.0 /16. If the
container host's IP address is in the 172.16.0.0 /12 range, you will need to alter the NAT IP
prefix. You can do this by performing the following steps:

1. Stop the Docker service.

2. Remove any existing NAT networks using the following command:
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Get-ContainerNetwork | Remove-ContainerNetwork

3. Perform one of the following actions:

= Edit the daemon.json file and configure the “fixed-cidr":"< IP Prefix > /Mask” option
to the desired network address prefix.

", 1,

m  Edit the daemon.json file and set the “bridge”: “none” option, and then use the
docker network create -d command to create a network. For example, use the fol-
lowing command to create a network that uses the 192.168.15.0/24 range, the
default gateway of 192.168.15.1, and is named CustomNat:

Docker network create -d nat --subnet=192.168.15.0/24 --gateway=192.168.15.1
CustomNat

4. Start the Docker service.

You can also allow connections to custom NAT networks when a container is run by allowing the
use of the --Network parameter and specifying the custom NAT network name. To do this, you
need to have the “bridge: none” option specified in the daemon.json file. Use the following com-
mand to run a container and join it to the CustomNat network created earlier:

Docker run -it --network=CustomNat <ContainerImage> <cmd>
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Port mappings allow ports on the container host to be mapped to ports on the container. For
example, use the following command to create the container to map port 8080 on the con-
tainer host to port 80 on a new container created from the windowsservercore image and to run
powershell.exe interactively on the container:

Docker run -it -p 8080:80 microsoft/windowsservercore powershell.exe

Port mappings must be specified when the container is created or when it is in a stopped state.
You can specify them using the -p parameter or the expose command in a Dockerfile when
using the -p parameter. A random port will be assigned if you do not specify a port on the con-
tainer host, but you do specify one on the container itself. For example, run this command:

Docker run -itd -p 80 mcr.microsoft.com/windows/servercore/iis:windowsservercore-
1tsc2019 powershell.exe

A random port on the container host can be mapped through to port 80 on the container. You
can determine which port is randomly assigned using the docker ps command. Figure 10-18
shows a container named youthful_hopper that has had the port 54742 on the container host
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§ assigned to port 80 on the container.
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X EM Administrator: Windows PowerShell — O >
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o PS C:\> docker ps A
CONTAINER ID IMAGE COMMAND

CREATED STATUS PORTS NAMES
25a1bd85d+4db mcr.microsoft. com/windows/servercore/iis:windowsservercore-1tsc2819 "CaA\\ServiceM
onitor.e.” 16 seconds ago Up 13 seconds B.0.0.8:54742-588/tcp  youthful_hopper
SaaBffB8163F7 mcr.microsoft.com/windows/servercore/iis :windowsservercore-1tsc2819 "C:\\ServiceM
onitor.e.” 3 hours ago Up 3 hours 0.0.0.08:80880-:80/tcp gracious robinson
PS5 C:\2
v

FIGURE 10-18 docker ps command

When you configure port mapping, firewall rules on the container host will be created auto-
matically that will allow traffic through.

Transparent

Transparent networks allow each container endpoint to connect to the same network as the
container host. You can use the Transparent Networking mode by creating a container net-
work that has the driver name transparent. The driver name is specified with the -d option.
Use this command:

docker network create -d transparent TransparentNetworkName
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If the container host is a virtual machine running on a Hyper-V host, and you want to use
DHCP for IP address assignment, it's necessary to enable MACAddressSpoofing on the VM
network adapter, as shown in Figure 10-19. The Transparent Network mode supports IPv6. If
you are using the Transparent Network mode, you can use a DHCPv6 server to assign IPv6
addresses to containers.

& Settings for'51 on P5-SUPERLABUS - s
(57 ~ 4 ¢ B
% Hardware Advanced Features 5
B* Add Hardware
B Simaaie MAC address
Boot from File L
' Security
Seciire Boot disabled
W Memory 00 - 15 - 50 - OF -/ 24 -| 1D
2048 MB
= n Processor MAC address spoofing allows virtual machines to change the source MAC
LT U —— address in outgoing packets to one that is not assigned to them,
1 Virtual processor
= & scs1 Controller Enable MAC address spoofing ‘9
[ o Hard Drive 5
S1_FD3I00FA-OFAS-44DA-A3, ,,
= [0 Metwork Adapter HcR e E
L e DHCP guard drops DHCP server messages from unauthorized virtual machines
Labet pretending to be DHCP servers. <
Hardware Acceleration [] Enable DHCP quard I
Advanced Features - v
# Management
ﬂ N Router guard
51 Router guard drops router advertisement and redirection messages from
U bk e unauthorized virtual machines pretending to be routers,
Sonie services ofered [] Enable router advertisement guard
(4, Checkpointz
- F-"Dd""‘-[:c'f' ] Protected network
e Smirt Paging File Location Maove this virtual machine to another duster node if a network disconnection is
. S detected,
iy Automatic Start Action
Restart if previously running ool ek
EE' Automatic Stop Action
Save Port mirroring
Port mirraring allows the network traffic of a virtual machine to be monitored by
copying incoming and outgeing packets and forwarding the copies to another
virtual machine configured for monitoring.
Mirroring mode: | None g (]
[ ]| cne aoply

FIGURE 10-19 Enabling MAC address spoofing

If you want to manually assign IP addresses to containers, you must specify the subnet and
gateway parameters when you create the transparent network. These network properties need
to match the network settings of the network to which the container host is connected.
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For example, let's say your container host is connected to a network that uses the 192.168.30.0/24
network and uses 192.168.30.1 as the default gateway. Run this command to create a trans-
parent network that will allow static address assignment for containers on this network
called TransNet:

Docker network create -d transparent --subnet=192.168.30.0/24 --gateway=192.168.30.1
TransNet

Once the transparent network is created with the appropriate settings, you can specify an IP
address for a container using the --ip option. For example, to start a new container from the
microsoft/windowsservercore image, enter the command prompt within the container. Run this
command to assign it the IP address 792.768.30.707 on the TransNet network:

Docker run -it --network:TransNet --ip 192.168.30.101 microsoft/windowsservercore cmd.exe

Just like when you use a transparent network, containers are connected directly to the container
host's network; you don't need to configure port mapping into the container.

Overlay

You can only use Overlay Networking mode if the Docker host is running in Swarm mode as

a Manager node. Each overlay network you create on a swarm cluster has its own IP subnet
defined by an IP address prefix in the private address space. You create an overlay network by
specifying overlay as the driver. For example, you can create an overlay network for the subnet
192.168.50.0/24 with the name OverlayNet by running the following command from a Swarm
Manager node:
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docker network create --driver=overlay -subnet=192.168.50.0/24 OverlayNet

Layer 2 Bridge

Layer 2 Bridge (L2 Bridge) networks are similar to transparent networks in that they allow con-
tainers to have IP addresses on the same subnets as the container host. Layer 2 Bridge networks
differ in that IP addresses must be assigned statically; this is because all containers on the con-
tainer host that use an L2 Bridge network have the same MAC address.

When creating an L2 Bridge network, you must specify the network type as I2bridge. You must
also specify subnet and default gateway settings that matches the subnet and default gateway
settings of the container host. For example, use the following command to create an L2 Bridge
network named L2BridgeNet for the IP address range 192.168.88.0/24 and with the default gate-
way address 192.168.88.1:

Docker network create -d 12bridge -subnet=192.168.88.0/24 --gateway=192.168.88.1
L2BridgeNet
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More Info
Container networking

You can learn more about networking of containers at https://docs.microsoft.com/en-us
/virtualization/windowscontainers/container-networking/architecture.

Linux containers on Windows

If you configure Docker to run in Experimental mode, you can run Linux containers on a Windows
Server computer that supports the Hyper-V Isolation mode concurrently with containers based
on Windows Server images.

To configure Docker to run in the Experimental mode, edit the daemon.json in the c:\program-
data\docker\config folder, and add this line:

{

"experimental":true

}
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You'll then need to run the following command from an elevated command prompt to set the
appropriate environment variable:

[Environment]: :SetEnvironmentVariable("LCOW_SUPPORTED", "1", "Machine")

You'll also need to go to the following GitHub repository at https.//github.com/linuxkit/Icow
/releases and download the files named initrd.img and kernel and place them in the C:\Program
Files\Linux Containers folder, as shown in Figure 10-20.

EN Administrator: Windows PowerShell - O *

PS C:%\Program Files)\Llinux Containers» dir ~

Directory: C:\Program Files\Linux Containers

Mode LasthriteTime Length Name
—a---- 12/11/2819  8:19 PM 6613996 initrd.img
-g---- 12/11/2819  8:17 PM 7668384 kernel

PS C:\Program Files\lLinux Containers:> _

FIGURE 10-20 Files required for Linux Containers on Windows
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Once you've performed these steps, restart the Docker service by running this command:

Restart-service *docker¥*

Once you've taken these steps, you'll be able to execute the following command to pull and run
a Linux image, such as busybox, as shown in Figure 10-21.

docker run --platform 1inux busybox uname -a

E¥ Administrator: Windows PowerShell = O =

PS C:\> docker run --platform linux busybox uname -a o)
Linux afd52d23dd@l 4.14.35-linuxkit #1 SMP Mon Apr 23 11:11:13 UTC 2818 x86_64 GNU/Linux
PS C:y>

FIGURE 10-21 A Linux container running on Windows Server
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You only need to use the --platform option the first time you run a container that needs to be
retrieved from a repository.

Container orchestration

Container Orchestration allows you to perform the following tasks with containers:

e Scheduling. Allows container instances to be started on specific container hosts that
participate in the orchestration based on the container host load.

e Affinity. Allows you to ensure that container instances that need to be near each other
are kept in proximity. Can also be configured using anti-affinity to ensure that container
instances that need to be highly available are kept on separate container hosts.

e Health monitoring. Determines which containers may have become unresponsive and
replaces them with functional container instances.

e Failover. Tracks the container hosts. If a container host fails, the container instances that
were running on that host are started on another host.

e Scaling. Allows new instances of containers to be started or stopped to meet the
demand on the application. As load increases, the orchestrator starts containers. As load
decreases, the orchestrator stops containers.
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o Networking. Creates a special overlay network that allows containers to communicate
when hosted on separate container hosts.

e Service discovery. Allows containers to track other containers as those containers are
shifted between container hosts and as they change IP addresses.

e Application upgrades. Orchestration can ensure that containers are upgraded in such
a way that application down time is minimized. Orchestration can also ensure that roll-

back occurs in the event that an upgrade causes problems.

Docker on Windows Server supports two forms of orchestration: Kubernetes and Docker Swarm.

More Info

Container orchestration

You can learn more about container orchestration at: https://docs.microsoft.com/en-us
Jvirtualization/windowscontainers/about/overview-container-orchestrators.
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Kubernetes

A Windows Server container host can participate in a Linux-based Kubernetes orchestration clus-
ter. This allows Windows Server-based container images to take advantage of Kubernetes orches-
tration. In Windows Server 2019, a Kubernetes cluster must be managed by a Linux server, and you
cannot deploy a Windows Server—only Kubernetes cluster. Both Linux worker container hosts and
Windows Server container hosts can participate in the same Kubernetes cluster.

More Info

Kubernetes and Windows

You can learn more about Kubernetes and Windows at https://docs.microsoft.com/en-us
/virtualization/windowscontainers/kubernetes/getting-started-kubernetes-windows.

Docker Swarm

Docker Swarm mode provides container orchestration. This includes native clustering of con-
tainer hosts and scheduling of container workloads. You can configure a collection of container
hosts to form a swarm cluster. To do this, you need to configure the Docker Engine on the con-
tainer hosts to run together in Swarm mode.
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Swarms include two types of container hosts:

e Manager nodes. Swarms are initialized from Manager nodes. All Docker commands for
the control and management of the swarm must be run from a Manager node. A swarm
must have at least one Manager node, but it's possible for a swarm to have multiple Man-
ager nodes. Manager nodes ensure that the state of the swarm matches the intended
state. They keep track of services running on the swarm.

e Worker nodes. Manager nodes assign Worker nodes tasks that the Worker nodes
execute. Worker nodes use a join token, which are generated during swarm initialization
to join a swarm.

Swarm mode has the following requirements:
e Docker Engine v1.13.0 or later
e TCP port 2377 for cluster management communication open on each node
e TCP and UDP port 7946 for intra-node communication

e TCP and UDP port 4789 for overlay network traffic
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Creating swarm clusters

Run the following command on the container host that will function as a Manager node and
specify the IP address of the container host:

Docker swarm init --advertise-addr <container_host_ip> --listen-addr
<container_host_ip>:2377

The container host will now function as the first Manager node in a new Docker swarm. Running
the Docker swarm init command will also generate a join token that you will use to add other
nodes to the swarm. You can retrieve the Worker node join token at any point in the future from
the Manager node by running the following command:

Docker swarm join-token worker -q

Joining additional Manager nodes requires the Manager node join token. You can retrieve the
Manager node join token at any point by running the following command on the Manager node.

Docker swarm join-token manager -q

You can add container hosts to the swarm as Worker nodes by running the following command:

Docker swarm join --token <worker-join-token> <manager_container_host_ip>

You can add container hosts as additional Manager nodes to the swarm by running the follow-
ing command:

Docker swarm join --token <manager-join-token> <manager_container_host_ip>
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You can view which nodes are members of a swarm by running the command:

Docker node 1s

Creating overlay networks

Overlay mode allows container endpoints to be connected across multiple container hosts. In
a multi-node environment, VXLAN (Virtual Extensible LAN) encapsulation occurs in VFP (Vir-
tual Filtering Platform) forwarding extensions included in the Hyper-V virtual switch. Inter-host
communications directly reference IP endpoints. In single-node environments, intra-host com-
munication occurs through a bridged connection on the Hyper-V virtual switch.

You can create an overlay network by running the following command from a Manager node,
where 10.0.10.0/24 defines the overlay network address space:

Docker network create --driver=overlay --subnet=10.0.10.0/24 <OverlayNetworkName>

Deploying and scaling swarm services

A swarm service consists of a specific container image that you want to run in multiple instances
across nodes in the swarm cluster. Docker Swarm allows you to scale the service as required. For
example, if you had a container image that allowed you to deploy a front-end web server for a
multi-tier application, you can deploy that container image as a swarm service. As requirements
dictate, you can increase the number of container instances by scaling the swarm service. Traffic
can be automatically load balanced across the swarm service using DNS Round-Robin. This is
substantially simpler than starting new container instances across separate container hosts and
manually configuring load balancing to take account of the new container instances.
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To create a swarm service, you use the Docker service create command to specify the service
name, network name, and container image name, and to set the Endpoint mode to DNS
Round-Robin. For example, to create a service named SWARMFRONT using the WEBFRONT
END container image and the OverNet overlay network, issue this command:

Docker service create —-name=SWARMFRONT --endpoint-mode=dnsrr --network=0verNet
WEBFRONTEND

Once the service is created, you can scale it using the Docker service scale command and speci-
fying the number of container instances. For example, to scale the SWARMFRONT service to 10
instances, run this command:

Docker service scale SWARMFRONT=10

You can have more than one service present on a Docker Swarm. You can view which services
are present by running the following command on a Manager node:

Docker service 1s
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You can view which container instances make up a service, including which swarm nodes indi-
vidual containers are running on, by running the following command:

Docker service ps <servicename>

More Info

Swarm Mode

You can learn more about Swarm mode at https.//docs.microsoft.com/en-us
/virtualization/windowscontainers/manage-containers/swarm-mode.
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