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CHAPTER 18

IP Services

This chapter covers the following topics:

 ■ Common Networking Protocols: This section introduces protocols that are commonly
used in networks and that you should be familiar with.

 ■ Layer 2 Versus Layer 3 Network Diagrams: This section covers different types of
network diagrams.

 ■ Troubleshooting Application Connectivity Issues: This section describes how to
troubleshoot application connectivity issues.

This chapter covers IP services concepts. It starts with an introduction to common  
networking protocols that you are bound to use on a daily basis and then discusses 
them in detail:

 ■ Dynamic Host Configuration Protocol (DHCP) is used to dynamically allocate IP
configuration data to network clients so that the clients can get access to the network.

 ■ Domain Name System (DNS) is a hierarchical naming system used mostly to resolve
domain names to IP addresses.

 ■ Network Address Translation (NAT), while not a protocol per se, deals with transla-
tions between private IP networks and public, globally routable IP networks.

 ■ Simple Network Management Protocol (SNMP) has been developed for remote
network monitoring and configuration.

 ■ Network Time Protocol (NTP) is used to synchronize date and time between devices
on a network.

The chapter also provides a comparison between Layer 2 and Layer 3 network diagrams, 
as well as a troubleshooting scenario for application connectivity issues.

“Do I Know This Already?” Quiz
The “Do I Know This Already?” quiz allows you to assess whether you should read this 
entire chapter thoroughly or jump to the “Exam Preparation Tasks” section. If you are in 
doubt about your answers to these questions or your own assessment of your knowledge 
of the topics, read the entire chapter. Table 18-1 lists the major headings in this chapter and 
their corresponding “Do I Know This Already?” quiz questions. You can find the answers in 
Appendix A, “Answers to the ‘Do I Know This Already?’ Quiz Questions.”
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6. What network devices should be included in a Layer 3 diagram?
a. Switches, routers, and firewalls
b. Routers, firewalls, and load balancers
c. Switches, firewalls, and load balancers
d. Bridges, switches, and hubs

7. What popular network utility is used to troubleshoot DNS issues?
a. traceroute
b. dnslookup
c. nslookup
d. ping

Foundation Topics

Common Networking Protocols
The following sections cover common networking protocols that network engineers and 
software developers alike should be familiar with. Knowledge of these protocols and tech-
nologies will give you better insight into how networks interact with applications in order to 
offer network clients an optimized and seamless experience.

Dynamic Host Configuration Protocol (DHCP)
Dynamic Host Configuration Protocol (DHCP), as the name suggests, is a protocol used for 
dynamically configuring hosts with network connectivity information. In order for any host 
device connected to a network to be able to send and transmit data, it needs to have network 
parameters such as IP address, subnet, default gateway, and DNS servers configured. This 
configuration can be done either manually or automatically, using protocols such as DHCP. 
Manual configuration of network parameters for hosts on a network is time-consuming and 
prone to errors—and it is therefore not very often implemented in real-world networks any-
more. DHCP is extensively used for automatically distributing network configuration param-
eters to all network endpoints, including end-user devices and network devices. For networks 
that have already migrated to IP version 6 (IPv6) or that are running dual-stack IP version 4 
(IPv4) and IPv6 addressing, DHCPv6 and the IPv6 autoconfiguration option can be used for 
dynamic and automatic network parameter assignment. IPv6 autoconfiguration can be used 
to quickly and dynamically assign IPv6 addresses to network clients, and DHCPv6 is used to 
assign not just IPv6 addresses but also DNS servers and domain names.

DHCP has two components: a protocol for delivering network device configuration informa-
tion from a DHCP server to a network host and a mechanism for allocating that configura-
tion information to hosts. DHCP works using a client/server architecture, with a designated 
DHCP server that allocates IP addresses and network information and that delivers that 
information to DHCP clients that are the dynamically configured network endpoints.

Besides basic network connectivity parameters such as IP addresses, subnet masks, default 
gateways, IP addresses of DNS servers, and local domain names, DHCP also supports the 
concept of options. With DHCP options, a DHCP server can send additional configuration 
information to its clients. For example, Cisco IP Phones use option 150 provided by the 
DHCP server to obtain IP addresses of the TFTP servers that hold configuration files for the 
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IP Phones; Cisco wireless access points use DHCP option 43 to obtain the IP address of the 
Cisco wireless LAN controller that they need to connect to for management purposes.

DHCP for IPv4 is defined and described in RFC 2131: Dynamic Host Configuration Pro-
tocol and RFC 2132: DHCP Options and BOOTP Vendor Extensions. For IPv6, DHCP 
was initially described in RFC 3315: Dynamic Host Configuration Protocol for IPv6 
(DHCPv6) in 2003, but it was subsequently updated by several newer RFCs. RFC 3633: 
IPv6 Prefix Options for Dynamic Host Configuration Protocol (DHCP) Version 6 added 
a mechanism for prefix delegation, and RFC 3736: Stateless Dynamic Host Configuration 
Protocol (DHCP) Service for IPv6 added stateless address autoconfiguration for IPv6.

Some of the benefits of using DHCP instead of manual configurations are

 ■ Centralized management of network parameters configuration: DHCP servers usu-
ally manage the network configuration settings for several subnets and represent the
central source of truth and the configuration point for all dynamic network parameters
needed for network endpoints to be able to connect to the network. This makes it
much easier to manage network address assignment compared to using several dispa-
rate systems or Excel files.

 ■ Reduced network endpoint configuration tasks and costs: Dynamically allocating
network connectivity information brings huge cost and time savings compared to
manually performing the same tasks. This is especially true in medium to larger enter-
prise network environments and for Internet service providers (ISPs). Imagine ISPs
needing to send out technicians to perform manual network changes to all of their cus-
tomers when they start using their service every day. By using DHCP and dynamic net-
work address configuration, the modems of clients can be configured within seconds,
without any manual intervention.

DHCP is built on top of a connectionless service model using User Datagram Protocol 
(UDP). DHCP servers listen on UDP port 67 for requests from the clients and communicate 
with the DHCP clients on UDP port 68. There are several ways network configuration infor-
mation is allocated by the DHCP server:

 ■ Automatic allocation: With automatic allocation, the DHCP server assigns a perma-
nent IP address to the client.

 ■ Dynamic allocation: With dynamic allocation, the DHCP server assigns an IP address
to the client for a limited period of time called the lease time.

 ■ Manual allocation: With manual allocation, the network configuration of the client is
done manually by the network administrator, and DHCP is used to relay that configu-
ration information to the client.

As mentioned previously, DHCP defines a protocol and a process for how to assign network 
configuration information to devices connecting to the network. The process defines the 
methodology used to configure the DHCP server. Usually a DHCP server serves one or 
more client subnets. Once the client subnet is defined, a pool of addresses from that sub-
net is configured as available addresses for client allocation. Additional information such 
as subnet mask, the IP address of the default gateway, and DNS servers is the same for the 
whole subnet, so these configuration parameters apply to the whole subnet rather than to 

18
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each end host device. In some cases, the DHCP client and the server are located in different 
subnets. In such a case, a DHCP relay agent can be used to relay the DHCP packets between 
clients and servers. Any host on the network can act as a relay agent, but in most cases, the 
default router for the client subnet acts as a DHCP relay agent. Forwarding of DHCP mes-
sages between the clients and the servers by the relay agents is different from regular routing 
and forwarding. While regular forwarding is transparent for the endpoints involved in the 
exchange of data, with DHCP forwarding, DHCP relay agents receive inbound DHCP mes-
sages on the client interface and generate new DHCP messages on the interface connecting 
to the server. The DHCP relay agent effectively becomes a man-in-the-middle for the DHCP 
traffic between clients and servers. Figure 18-1 illustrates DHCP relay agent functionality.

Figure 18-1 DHCP Relay Agent

DHCP operations fall into the following four phases (see Figure 18-2):

 ■ Server discovery

 ■ Lease offer

 ■ Lease request

 ■ Lease acknowledgment

Figure 18-2 DHCP State Machine

Server Discovery
When a client first boots up and comes online on the network, it broadcasts a DHCP-
DISCOVER message with a destination address of the all-subnets broadcast address 
(255.255.255.255) with a source address of 0.0.0.0 since the client doesn’t have any IP address 
at this stage. If there is a DHCP server configured for this subnet, it receives the all-subnets 
broadcast message and responds with a DHCPOFFER message containing the network 
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configuration parameters for the client. If there isn’t a DHCP server directly configured on 
the same subnet as the clients but there is a DHCP relay agent, the agent forwards the request 
to the DHCP server and will also forward the server offer to the requesting client.

Lease Offer
A DHCP server that receives a DHCPDISCOVER message from a client responds on UDP 
port 68 with a DHCPOFFER message addressed to that client. The DHCPOFFER message 
contains initial network configuration information for the client. There are several fields in 
the DHCPOFFER message that are of interest for the client:

 ■ chaddr: This field contains the MAC address of the client to help the client know that
the received DHCPOFFER message is indeed intended for it.

 ■ yiaddr: This field contains the IP address assigned to the client by the server.

 ■ options: This field contains the associated subnet mask and default gateway. Other
options that are typically included in the DHCPOFFER message are the IP address of
the DNS servers and the IP address lease and renewal time.

Once the client receives a DHCPOFFER message, it starts a timer and waits for further offers 
from other DHCP servers that might serve the same client subnet.

Lease Request
After the client has received the DHCPOFFER from the server, it responds with a DHCPRE-
QUEST message that indicates its intent to accept the network configuration information 
contained in the DHCPOFFER message. The client moves to the Request state in the DHCP 
state machine. Because there might be multiple DHCP servers serving the same client subnet, 
the client might receive multiple DHCPOFFER messages, one from each DHCP server that 
received the DHCPDISCOVER message. The client chooses one of the DHCPOFFER mes-
sages; in most implementations of the DHCP client, this is the first DHCPOFFER received. 
The client replies to the server with a DHCPREQUEST message. The DHCP server cho-
sen is specified in the Server Identifier option field of the DHCPREQUEST message. The 
DHCPREQUEST message has as a destination address the all-subnets broadcast address once 
more, so all DHCP servers receive this message and can determine if their offer was accepted 
by the client. The source IP address of the DHCPREQUEST message is still 0.0.0.0 since the 
client has not yet received a confirmation from the DHCP server that it can use the offered 
IP address.

Lease Acknowledgment
The DHCP server receives the DHCPREQUEST message from the client and acknowledges 
it with a DHCPACK message that contains the IP address of the DHCP server and the IP 
address of the client. The DHCPACK message is also sent as a broadcast message. Once the 
client receives the DHCPACK message, it becomes bound to the IP address and can use it 
to communicate on the network. The DHCP server stores the IP address of the client and its 
lease time in the DHCP database.

Releasing
A DHCP client can relinquish its network configuration lease by sending a DHCPRELEASE 
message to the DHCP server. The lease is identified by using the client identifier, the chaddr 
field, and the network address in the DHCPRELEASE message.

18
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Domain Name System (DNS)
Domain Name System (DNS) is a directory of networks that maps names of endpoints to IP 
addresses. DNS performs a critical role in all networks and especially on the Internet. It is 
much easier to remember the website www.cisco.com than it is to remember the IP address 
to which it resolves—173.37.145.84 for IPv4 or 2600:1408:2000:1b3:0:0:0:b33 for IPv6. DNS 
is responsible for the process of resolving a hostname to an IP address. Each host endpoint 
and any device connecting to the network need to have an IP address configured in order 
to be able to communicate on the network. The IP address is like a street address, as every 
device on the Internet can be located based on its IP address. For example, when a user 
loads a web page, a translation must happen between the website name (cisco.com) and the 
machine-friendly IP address needed to locate that web page. This process is abstracted from 
the user because the user doesn’t need to know what is happening in the background with 
the resolution of names into IP addresses.

There are several critical components in the DNS resolution process:

 ■ The DNS recursive resolver is the server that receives DNS queries from client
machines and is making additional requests in order to resolve the client query.

 ■ Root name servers at the top of the DNS hierarchy are the servers that have lists of the
top-level domain (TLD) name servers. They are the first step in resolving hostnames to
IP addresses.

 ■ TLD  name servers host the last portion of a hostname. For example, the TLD server in
the cisco.com example has a list for all the .com entries. There are TLD servers for all
the other domains as well (.net, .org, and so on).

 ■ The authoritative name server is the final step in the resolution process. It is the
authoritative server for that specific domain. In the case of cisco.com, there are three
authoritative servers: ns1.cisco.com, ns2.cisco.com, and ns3.cisco.com. Whenever a
public domain is registered, it is mandatory to specify one or more authoritative name
servers for that domain. These name servers are responsible for resolving that public
domain to IP addresses.

Let’s go through the steps of a DNS lookup from the perspective of a client that is trying to 
resolve a domain to an IP address (see Figure 18-3):

Step 1. The client query travels from the client machine to the configured DNS server 
on that machine. This DNS server is the DNS recursive resolver server.

Step 2. The DNS recursive resolver queries a DNS root name server.

Step 3. The root server responds to the recursive resolver with the TLD server for the 
requested last portion of the hostname. In the case of cisco.com, this would be 
the .com TLD server.

Step 4. The resolver queries the .com TLD server next.

Step 5. The TLD server responds with the IP address of the authoritative name server—
in this example, the DNS server responsible for the cisco.com domain.

Step 6. The resolver sends the query to the authoritative name server.
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Step 7. The authoritative name server responds with the IP address of the cisco.com 
web server.

Step 8. The DNS resolver responds to the client with the IP address obtained from the 
authoritative name server.

Step 9. The client can finally send the web page request to the IP address of the 
web server.

Step 10. The web server returns the web page to the client, and the browser renders it for 
the user.

Figure 18-3 DNS Name Resolution Steps

A caching mechanism is available with DNS in order for the client queries to be resolved as 
quickly as possible. DNS caching means temporarily storing results obtained during previous 
requests on DNS servers that are close to the client. Caching DNS resolution data makes it 
possible to resolve client queries earlier in the DNS lookup chain, which improves resolution 
time and reduces bandwidth and CPU consumption.

18
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DNS uses User Datagram Protocol (UDP) on port 53 to serve resolution queries. Several 
different types of records are stored in the DNS database, including IP addresses (A records 
for IPv4 and AAAA records for IPv6 addresses), SMTP mail exchangers (MX records), IP 
addresses of name servers (NS records), and alias records (CNAME). Although it was not 
intended to be used as a general-purpose database, DNS has been extended to store many 
types of additional information.

The Internet Engineering Task Force (IETF) has published several Requests for Comments 
(RFCs) related to DNS over the years. Some of the most important ones are RFC 1034: 
Domain Names—Concepts and Facilities, RFC 1035: Domain Names—Implementation 
and Specification, and RFC 1123: Requirements for Internet Hosts—Application and 
Support.

Network Address Translation (NAT)
When Internet Protocol (IP) was created, very few people, if any, were expecting it to sup-
port a global network of billions of interconnected devices. As discussed in earlier chapters, 
IPv4 addresses are 32 bits long, which means they can uniquely address a bit more than 4 bil-
lion endpoints. This number was fine and out of reach for a long time, but as the number of 
endpoints connecting to the Internet grew exponentially, it was clear that 4 billion addresses 
would not be enough to uniquely identify all the connected devices. At that point, work 
started for a new version of IP, IPv6, which defines 128-bit addresses and is able to uniquely 
identify trillions of endpoints. At the same time, it was clear that an overnight switchover 
from one IP version to another would be an impossible feat on the Internet, so several tem-
porary solutions were proposed to ease the transition and extend the life of the IPv4-based 
Internet. 

Network Address Translation (NAT) is one of the solutions to preserve the dwindling num-
ber of public IPv4 addresses. NAT reuses private IPv4 address blocks in internal networks 
and translates those addresses into public and unique IPv4 addresses at the borders of the 
internal networks. RFC 1918: Address Allocation for Private Internets declared a set of 
subnets private and unroutable on the global Internet. The subnets 10.0.0.0/8, 172.16.0.0/12, 
and 192.168.0.0/16 are extensively used in all private networks in the world, from enterprise 
networks to small office/home office networks. All other IPv4 addresses are public and 
routable on the Internet, meaning they uniquely identify endpoints on the network. 

NAT is mostly used to translate between private RFC 1918 subnets and public IPv4 subnets. 
This translation happens at the exit points from the private networks, which in most cases 
are firewalls or border routers. NAT can also be used to translate between private and private 
networks. In the case of mergers and acquisitions, it is possible that the enterprise that was 
acquired uses the same private IPv4 subnets as the acquiring company. In order to be able 
to exchange traffic between these networks that are addressed with the same IP addresses, 
NAT can be used to perform address translation. Basically, whenever an IP address needs to 
be translated into another address, NAT can be used.

NAT is an IETF standard described in RFC 1631: The IP Network Address Translator 
(NAT). A large number of Cisco and third-party routers and firewalls support NAT. The 
devices that perform IP address translations are usually situated and route data traffic 
between the internal network and the outside world or the public Internet. During the NAT 
configuration phase, an internal subnet or a set of subnets is defined as being internal, or 
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“inside”; these are usually the private IP subnets used internally in the enterprise. As a sec-
ond step in the configuration process, single public IP address or an external, or “outside,” 
pool of IP addresses  are defined. With this information, the border device can perform 
IP address translation between the internal and external worlds. Several types of NAT are 
available:

 ■ Static NAT (static NAT): Static NAT defines a one-to-one mapping between the
internal IP address and its public IP address correspondent.

 ■ Dynamic NAT (dynamic NAT): With dynamic NAT, the internal subnets that are per-
mitted to have outside access are mapped to a pool of public IP addresses. The pool
of public IP addresses is generally smaller than the sum of all the internal subnets. This
is usually the case in enterprise networks, where public IPv4 addresses are scarce and
expensive, and a one-to-one mapping of internal to external subnets is not feasible.
Reusing the pool of public IP addresses is possible as not all internal clients will access
the outside world at the same time.

 ■ Port Address Translation (PAT or overloading): PAT takes the dynamic NAT concept to
the extreme and translates all the internal clients to one public IP address, using TCP
and UDP ports to distinguish the data traffic generated by different clients. This
concept is explained in more detail later in this chapter.

The type of NAT used in a particular situation depends on the number of public IP 
addresses defined and how the translation process is implemented.

In order to illustrate how NAT works, let’s assume that a client connected to an enterprise 
network uses private IPv4 addressing. As the client generates data traffic and tries to connect 
to the Internet, the traffic makes its way to the enterprise border device. The border device 
looks up the destination of the traffic and the NAT configuration. If the client IP address 
is part of the internal subnets that have to be translated, it creates an entry in its NAT table 
with the source and destination IP addresses, it changes the source IP address of the packet 
from the internal private IP address to the public IP address, and it forwards the packet 
toward its destination. As the data traffic is received at the destination, the destination node 
is unaware that the traffic received went through the NAT process. The IP addresses in the 
response traffic are swapped, and as the data traffic is being received by the border device, 
a lookup in the NAT table is done for the entry that was created as the traffic was exiting 
the network. The entry is matched, and the translation is done again—but this time in the 
reverse order, from the public IP address back to the private IP address of the client—and 
the traffic is routed back to the original source.

With PAT, the same type of table that keeps track of private to public translations and vice 
versa is created on the border device—but in this case TCP and UDP ports are also taken 
into account. For example, if the client generates web traffic and is trying to reach a web 
server on the Internet, the randomly generated TCP source port and the destination TCP port 
443 for HTTPS are also included in the network translation table. In this way, a large number 
of clients—up to theoretically 65,535 for TCP and 65,535 for UDP traffic—can be trans-
lated to one public IP address. Figure 18-4 illustrates PAT, which is also called overloading 
because many internal private IP addresses are translated to only one public IP address.

18
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Figure 18-4 Port Address Translation

Some of the benefits of NAT are as follows:

 ■ Reduced costs for renting public IPv4 addresses: With dynamic NAT and especially
with PAT, a large number of private internal endpoints can be hidden behind a much
smaller number of public IP addresses. Since public IPv4 addresses have become a rare
commodity, there is a price for each public IPv4 address used. Large cost savings are
possible by using a smaller number of public addresses.

 ■ Conserving public IPv4 address space: The Internet would not have witnessed the
exponential growth of the past few decades without NAT. Extensively reusing RFC
1918 private IP addresses for internal networks helped slow the depletion of IPv4
address space.

 ■ Additional security due to hiding the addressing for internal networks: Having a
whole network hidden behind one or a pool of public IPv4 addresses thwarts network
reconnaissance attacks and increases the defense capabilities of the network.

 ■ Flexibility and cost savings when changing ISP connectivity: In cases in which
external network connectivity needs to be changed and migrations to new ISPs are
required, configuration changes need to be performed only on the network border
devices, but the rest of the internal network does not need to be re-addressed. This
results in massive cost savings, especially in large enterprise networks.

Although the advantages of NAT, far outweigh the disadvantages in most cases, there are 
some disadvantages, including the following:

 ■ Loss of end-to-end functionality: Some applications, especially for real-time voice
and video signaling, are sensitive to changes in IP header addressing. While estab-
lishing these types of real-time voice and video sessions, headers exchanged at the
application layer contain information pertaining to the private non-globally routable
IP addresses of the endpoints. When using NAT in these cases, the IP addresses in the
Layer 3 headers differ from the IP addresses contained in the application layer headers.
This results in an inability to establish end-to-end voice and video calls.

 ■ Loss of end-to-end traceability and visibility: Troubleshooting end-to-end connectiv-
ity issues is especially challenging in networks that use NAT.
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 ■ Degradation of network performance: NAT operations on border devices are usu-
ally not resource intensive, and several mechanisms have been implemented to make
this impact even lower. Still, a border device needs to take an additional step before
forwarding the data traffic toward its destination, and that means additional delay and
consumption of memory and CPU resources.

NAT is extensively used in networks that use IPv4 addressing. One of the requirements for 
IPv6 was to restore end-to-end connectivity between all endpoints on the network, so NAT 
is not popular in IPv6 networks.

Simple Network Management Protocol (SNMP)
Simple Network Management Protocol (SNMP) is an application layer protocol used for 
monitoring and configuring devices. It was originally developed in the 1980s, and the IETF 
has published several RFCs covering SNMP since then. As networks were becoming larger 
and more complicated in those days, a need to be able to remotely monitor and manage 
devices arose. Following are several versions of SNMP that have been released through the 
years:

 ■ SNMP version 1 (SNMPv1)

 ■ SNMP version 2 (SNMPv2)

 ■ SNMP version 2c (SNMPv2c)

 ■ SNMP version 3 (SNMPv3)

While versions 1 and 2 of SNMP are rarely used anymore, versions 2c and 3 are exten-
sively used in production environments. SNMPv2 adds 64-bit counter support and includes 
additional protocol operations. With SNMPv3, the focus is on security, so additional fea-
tures like authentication, encryption, and message integrity were added to the protocol 
specification.

The following are some of the advantages of SNMP:

 ■ It provides a single framework for monitoring many different kinds of devices.

 ■ It is based on open standards documented in IETF RFCs.

 ■ It is easily extensible.

There are also disadvantages with SNMP, including the following:

 ■ The lack of writable MIBs (Management Information Bases) leads to poor configura-
tion capabilities. SNMP is rarely used for configuration purposes.

 ■ The lack of atomic transactions makes rollbacks to previous states difficult.

 ■ SNMP is slow for monitoring purposes when large amounts of operational data need
to be retrieved.

 ■ It is CPU and memory resource intensive when large amounts of performance metrics
are retrieved.
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Even though SNMP was originally designed to support both monitoring and configuration 
capabilities, historically only the monitoring capabilities were used. The SNMP specification 
defines the following three components:

 ■ Managed devices

 ■ SNMP agent

 ■ SNMP manager

Managed devices are the devices that are being monitored and managed through SNMP. 
They implement an SNMP interface through which the SNMP manager monitors and con-
trols the device. The SNMP agent is the software component that runs on the managed 
device and translates between the local management information on the device and the 
SNMP version of that information. The SNMP manager, also called the Network Manage-
ment Station (NMS), is the application that monitors and controls the managed devices 
through the SNMP agent. The SNMP manager offers a monitoring and management interface 
to network and system administrators. The SNMP components and their interactions are 
illustrated in Figure 18-5.

Figure 18-5 SNMP Components

The SNMP agent listens on UDP port 161 for requests from the SNMP manager. SNMP also 
supports notifications, which are SNMP messages that are generated on the managed device 
when significant events take place. Through notifications, the SNMP agent notifies the 
SNMP manager about these critical events. The NMS listens for these notifications on UDP 
port 162. SNMP data structures that facilitate the exchange of information between the 
SNMP agent and the NMS are organized as a list of data objects called a Management Infor-
mation Base (MIB). A MIB can be thought of as a map of all components of a device that are 
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being managed by SNMP. In order to be able to monitor devices, the NMS must compile the 
MIB file for each device type in the network. Having the appropriate MIB, the SNMP agent 
and manager can exchange a wide range of information.

A MIB is organized as a tree-like structure with unique variables represented as leaves. Each 
variable in the tree is uniquely identified by an Object Identifier (OID). Operational data 
such as CPU temperature, fan speed, and outbound packets on an interface are all repre-
sented through OID values. In order for the NMS to obtain any device’s operational metric, 
it needs to send an SNMP GET packet that includes OID values for each metric of interest. 
The SNMP agent receives the packet and looks up the OIDs in the MIB, and if the device 
implements the requested information, it returns the information to the NMS.

Several types of SNMP messages are used to communicate between the SNMP manager and 
the agent:

 ■ GetRequest: This is the type of message used by the NMS to request the value of a
variable or list of variables. The agent returns the request information in a Response
message.

 ■ SetRequest: The SNMP manager uses this message to request a change to a variable or
a list of variables. The agent returns a Response message containing the new values for
the variables.

 ■ GetNextRequest: The SNMP manager uses this message to discover available variables
and their values. This is a common operation used to “walk” the entire MIB of an
agent. The agent returns a Response message that contains the requested information.

 ■ GetBulkRequest: This optimization of the GetNextRequest message, which was intro-
duced with SNMPv2, contains multiple iterations of the GetNextRequest call.

 ■ Response: The SNMP agent generates this message, which contains the information
the SNMP manager requested.

 ■ Trap: The SNMP agent generates this notification message to signal to the SNMP
manager when critical events take place on the managed device.

 ■ InformRequest: The SNMP agent sends this acknowledged notification to the SNMP
manager. Keep in mind that SNMP runs over UDP, which is a connectionless protocol,
and packets might get lost during transmission. A rudimentary acknowledgment mech-
anism is implemented through InformRequest messages.

SNMP community names are used to establish trust between managers and agents. When 
community names are configured, the SNMP requests from the manager are considered valid 
if the community name matches the one configured on the managed device. If the names 
match, all agent-based MIB variables are made accessible to the manager. If they do not 
match, SNMP drops the request.

Network Time Protocol (NTP)
Accurately keeping track of time is critical in today’s IT infrastructure. As IT infrastruc-
ture becomes more and more ingrained in business processes and success, every second 
of downtime when the infrastructure is not available translates into loss of revenue for the 
business. In extreme cases, this can lead to loss of customers and bankruptcy. Service-level 
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agreements (SLAs) are contracts between providers and consumers of infrastructure. As 
an example, stringent SLA contracts require 99.999% uptime, which in the case of Internet 
service providers translates into no more than 5 minutes of downtime per year. It is of criti-
cal importance to make sure that there is a consistent, uniform, and correct view of time on 
all the devices in a network. Time is fundamental when measuring SLAs and enforcing con-
tracts. Inaccurate time can lead to service disruptions. As a simple example, with web traffic, 
HTTPS TLS connections will not even be established if the time on the web server or the 
client is not accurate.

The system clock on each device is the heart of the time service. The system clock runs from 
the second the operating system starts; it keeps track of the date and time. The system clock 
can be set to update from different time sources and can be used to distribute time to other 
devices. Network Time Protocol (NTP) enables a device to update its clock from a trusted 
network time source and serve time to other devices, enabling groups of devices to be time 
synchronized. Most devices contain battery-powered clocks that keep track of date and time 
across restarts and power outages.

The main role of NTP is to synchronize the time on a network of devices. It was developed 
by IETF, and the latest version of the protocol, version 4, is defined in RFC 5905: Network 
Time Protocol Version 4: Protocol and Algorithms Specification. NTP uses UDP at the 
transport layer, and port 123 is reserved for it. NTP works based on a client/server architec-
ture, with NTP servers providing the time to clients. Authoritative time sources are servers 
that have attached radio clocks or atomic clocks,  making them extremely accurate. NTP 
has the role of distributing time to all the devices connected to the network. Multiple NTP 
servers can coexist at the same time on the same subnet, and clients can use all of them for 
time synchronization. NTP clients poll the time servers at intervals managed dynamically by 
conditions on the network such as latency and jitter. One NTP transaction per minute is suf-
ficient to synchronize time between two machines.

The concept of strata is used in NTP to describe how many hops or devices away a client is 
from an authoritative time source. NTP servers that are most authoritative and are directly 
connected to very accurate time sources are in stratum 1. A stratum 2 time server receives 
time from a stratum 1 server, and so on. When a client receives time from different NTP 
servers, a lower-stratum server is chosen as the most trusted source unless there is a big time 
difference between the lower-stratum server and all the other servers.

There are two ways communication between NTP clients and servers takes place: IT can be 
statically configured or can occur through broadcast messages. You can manually configure 
NTP clients to establish a connection and to associate and solicit time updates from NTP 
servers by simply statically configuring the hostname or the IP addresses of the servers. In 
local-area networks within the same subnet, NTP can be configured to use broadcast mes-
sages instead. Configuration in this situation is simpler, as each device can either be config-
ured to send or receive broadcast messages. With broadcast NTP messages, there is a slight 
loss of accuracy since the flow of information is only one way.

Since time accuracy is critical in today’s infrastructure, it is recommended to implement all 
security features that come with NTP. Two NTP security features are most commonly used:

 ■ An encrypted authentication mechanism between clients and servers should always be
enabled.

 ■ NTP associations should be limited to only trusted servers through access control lists.
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In most situations, it is recommended to have at least three higher-stratum NTP servers 
configured for each network. A large number of public NTP servers can be used for these 
purposes.

Layer 2 Versus Layer 3 Network Diagrams
Network diagrams are a critical component in the documentation process for any network. 
Just as software developers document their code for easier maintenance and sharing, network 
engineers document networks by building network diagrams. It is very important to have 
accurate network diagrams, especially when troubleshooting network issues. The network 
has become a business differentiator for all companies, and each second of downtime costs 
money. Having up-to-date network diagrams makes it much easier and faster to troubleshoot 
network issues and decrease the MTTR (mean time to resolution) when problems arise. 

Several different types of network diagrams can be created, depending on what needs to be 
emphasized and documented. Layer 1 network diagrams can be used to show physical con-
nections, including how network devices are connected and what type of cables (twisted 
pair, fiber optics, and so on) are being used. These diagrams can also show patch panel 
port connectivity and availability and everything else that is in the confines of physical 
connectivity.

Layer 2 network diagrams contain information related to all Layer 2 devices, protocols, and 
connectivity in a network. Such a diagram shows all the switches in the network and how 
they are interconnected, including how the ports on one switch connect to the ports on 
another switch, which VLANs are configured on each switch, which ports are configured as 
trunks and what VLANs are allowed on them, which ports are configured as port channels, 
and any other Layer 2 information. Depending on the size of the network, a Layer 2 diagram 
can be split into multiple documents.

A Layer 3 network diagram captures all the network information available at Layer 3. Such a 
diagram should show all devices that operate at Layer 3—routers, firewalls, load balancers, 
and so on—and how they are interconnected. Information about IP addressing and subnets, 
routing protocols, first-hop redundancy protocols (such as HSRP, VRRP, and GLBP), Layer 3 
port channels, and Internet connectivity should also be included at a minimum. More infor-
mation can also be included in these diagrams but care should be taken to avoid including 
too much information or dynamic information that is bound to change often.

Several software tools are available for creating network diagrams. You can create network 
diagrams manually by using tools such as Microsoft Visio and draw.io, or you can have them 
created automatically with controller-based solutions such as Cisco DNA Center. With Cisco 
DNA Center, the controller automatically discovers all the devices in the network and how 
they are interconnected, and it uses this information to build network diagrams, topologies, 
and databases.

It is a good idea to store network diagrams in version control systems such as Git. Networks 
are dynamic and evolve over time, and it is important to capture this evolution in the dia-
grams. Git offers a proven solution to storing and keeping track of changes in documents, 
so it is ideal for storing network diagram versions. With infrastructure as code and solutions 
such as Cisco VIRL, network diagrams and topologies are stored as YAML files and can be 
used as part of CI/CD infrastructure configuration automation pipelines.
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Troubleshooting Application Connectivity Issues
Applications are becoming more and more complicated, with many moving components that 
need to communicate with each other over the network. With the advent of the microser-
vices architecture for applications and the ubiquity of APIs, the network is critical to the 
functionality of applications. It is important to know how to troubleshoot connectivity 
issues and how they might affect the performance of applications.

Network connectivity may not function as expected for a variety of reasons. Whenever an 
application or a website or any target destination that is being accessed over a network is 
not behaving as expected, the network takes the blame. We will see next that while the net-
work might be the culprit in some instances, there are many other reasons applications stop 
responding as expected.

Network troubleshooting usually follows the OSI layers, discussed in Chapter 16, “Network 
Fundamentals.” It can occur from top to bottom, beginning at the application layer and 
going down the layers all the way to the physical layer, or it can occur from bottom to top. 
This section looks at a typical bottom-to-top troubleshooting session that starts from the 
physical layer and goes up the stack toward the application layer. The troubleshooting steps 
discussed here can also be followed in the reverse order, if desired.

First and foremost, it is important to know how an endpoint device connects to the network 
at the physical layer: with a wired or wireless connection. If the connection to the network 
is wired through an Ethernet cable, the network interface card should come online, and 
electrical signals should be exchanged with the switch port to which the NIC is connected. 
Depending on the operating system of the client connecting to the network, the status of 
the connection will show as solid green or will display as “enabled” or “connected” in the 
network settings. If the NIC status shows as connected, the physical layer is working as 
expected, and the troubleshooting process can proceed to the next layer. If the NIC doesn’t 
show as connected or enabled, there could be several causes, including the following:

 ■ Misconfigured or disabled switch port

 ■ Defective network cable

 ■ Defective wall network port

 ■ Incorrect cabling in the patch panel

 ■ Defective network interface card

Troubleshooting at the physical layer revolves around making sure there is an uninterrupted 
physical connection between the client and the switch port to which it connects.

If the connection to the network is wireless, it is important to ensure that the wireless net-
work interface card is turned on and that it can send and receive wireless signals to and from 
the nearest wireless access point. Being within the service range of a wireless access point 
is also important, and usually the closer the client is to the access point, the better network 
performance it should experience.

Troubleshooting at the data link layer, or Layer 2, means making sure the network client and 
the switch are able to learn MAC addresses from each other. On most operating systems, the 
client can check the MAC address table with the arp command, and on most Cisco switches, 
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the client can check the MAC address table with the show mac address-table CLI command. 
If the ARP table on both the client and the switch get dynamically populated with MAC 
address information, it means the data link layer is functioning as expected. Some of the 
issues that cause the data link layer not to function as expected are as follows:

 ■ Misconfigured switch port

 ■ Layer 2 access control lists

 ■ Misconfigured Spanning Tree Protocol

 ■ Missing or misconfigured VLANs

At Layer 3 (the Internet layer), IP connectivity and reachability have to work. The network 
client should be configured with the correct IP address, subnet mask, and default gateway. 
This is usually done using DHCP servers, and in rare cases it may be manually configured. 
Built-in operating system tools such as ifconfig and ping can be used at this layer to help 
with troubleshooting. ifconfig (or ipconfig on Microsoft Windows) is a network utility that 
retrieves and can modify the configuration and status of all network interfaces present on 
the client endpoint. ping is another popular network tool that is extensively used to verify 
endpoint IP reachability. If the destination of the client data traffic is in a different subnet 
than the client is connected to, that means that the traffic has to be routed through the 
default gateway of the client subnet. Layer 3 connectivity between data traffic source and 
destination can be checked using the ping command. If IP connectivity is verified end to end 
between source and destination, troubleshooting can proceed to the next step. If not, you 
need to look for the problems that can cause connectivity issues at Layer 3, including these:

 ■ Misconfigured IP information (IP address, subnet mask, default gateway) on the client
device

 ■ Layer 3 access control lists that blocks data traffic

 ■ Routing protocol issues causing black-holing or incorrect routing of traffic

Troubleshooting at the transport layer means making sure that the network clients can access 
the TCP or UDP ports on which the destination applications are running. For example, in 
the case of web traffic, it is important to verify that the client can connect to TCP ports 80 
(HTTP) and/or 443 (HTTPS) on the web server. In some cases, web servers are configured to 
listen on esoteric ports such as 8080, so it is important to know the correct port on which 
the destination application is running. Networking tools such as curl and custom telnet com-
mands specifying the application port can be used to ensure that transport layer connectiv-
ity can be established end to end between the source and destination. If a transport layer 
connection cannot be established, you need to look for issues such as these:

 ■ Firewall access control lists blocking data traffic based on TCP and UDP ports

 ■ Misconfigured applications and listening ports

 ■ Misconfigured load balancers

 ■ Presence of proxy servers that are intercepting the traffic and denying connectivity

 ■ Misconfigured PAT
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Other common problems that affect application connectivity are DNS related. As discussed 
earlier in this chapter, DNS plays a critical role in resolving domain names to IP addresses. If 
DNS is malfunctioning for some reason, end-to-end connectivity is impacted. Network tools 
such as nslookup can be used to troubleshoot DNS functionality. The following problems 
commonly cause DNS issues:

 ■ Misconfigured DNS resolver on the network client

 ■ Wrong hostname specified

 ■ Invalid DNS server configuration

 ■ Missing or incorrect DNS entry

Even if end-to-end connectivity at the transport layer is verified, there can still be issues on 
the network that cause connections to applications to fail. These issues are usually rather 
difficult to discover and troubleshoot and are related to data traffic load and network delay. 
The difficulty with these issues comes from the fact that they are difficult to reproduce and 
can be temporary in nature, caused by short spikes in network traffic. Networking tools 
such as iperf can be used to dynamically generate traffic and perform load stress on the 
network to ensure that large amounts of data can be transported between the source and 
destination. Implementing quality of service (QoS) throughout the network can help with 
these problems. With QoS, traffic is categorized in different buckets, and each bucket gets 
separate network treatment. For example, you can classify traffic such as voice and video as 
real-time traffic by changing QoS header fields in the Layer 2 data frames and Layer 3 pack-
ets so that when switches and routers process this type of traffic, they give it a higher prior-
ity and guaranteed bandwidth, if necessary.

At the application layer, network tools such as tcpdump can be used to capture actual data 
traffic received on any of the network interfaces of either the source device or the destina-
tion device. Comparing between sent and received data can help in troubleshooting con-
nectivity issues and determining the root cause of a problem. Slow or no responses at the 
application layer could indicate an overloaded backend database, misconfigured load bal-
ancer, or faulty code introduced through new application features.

Exam Preparation Tasks
As mentioned in the section “How to Use This Book” in the Introduction, you have a couple 
of choices for exam preparation: the exercises here, Chapter 19, “Final Preparation,” and the 
exam simulation questions on the companion website.

Review All Key Topics
Review the most important topics in this chapter, noted with the Key Topic icon in the outer 
margin of the page. Table 18-2 lists these key topics and the page number on which each is 
found.
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Table 18-2 Key Topics 

Key Topic 
Element

Description Page 
Number

List Benefits of DHCP 535
List Four phases of DHCP operations 536
List DNS resolution process components 538
Paragraph User Datagram Protocol (UDP) 540
Paragraph Network Address Translation (NAT) 540
Paragraph IETF NAT, described in RFC 1631 540
Paragraph Port Address Translation (PAT) 541
List Advantages of SNMP 543
Paragraph SNMP agent listening for requests from the SNMP manager 544
List SNMP message types 545
Paragraph Main role of NTP 546
Paragraph Two forms of communication between NTP clients and servers 546
Paragraph Layer 2 network diagrams 547
Paragraph Layer 3 network diagrams 547
Paragraph Network troubleshooting 548
Paragraph Troubleshooting at the data link layer 548
Paragraph Troubleshooting at the Internet layer 549
Paragraph Troubleshooting at the transport layer 549
Paragraph Network issues with application connection failures 550

Define Key Terms
Define the following key terms from this chapter and check your answers in the glossary:

Dynamic Host Configuration Protocol (DHCP), Domain Name System (DNS), top-level 
domain (TLD) name server, Network Address Translation (NAT), Port Address Translation 
(PAT), Simple Network Management Protocol (SNMP), Network Management Station 
(NMS), Management Information Base (MIB), Object Identifier (OID), Network Time  
Protocol (NTP)
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