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The Elastic
Security App

We have spent a great amount of time leading up to this, the Elastic Security app. The
Elastic Security app is the central point for all security-related data and information.

This was formerly referred to as the Elastic SIEM (Security Information and Event
Management) and is how we can explore specific host and network data, analyze security
events, leverage the detection engine, manage cases, and dig deep into data with timelines.

In this chapter, you will learn how to use the Elastic Security app to identify abnormal
endpoint and network traffic, perform tailored detections of those events, and create
detection logic based on your analysis.

In this chapter, we'll go through the following topics:

o The Elastic Security app overview
o The detection engine

o Hosts

o Network

o Timelines

« Cases

e Administration
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Technical requirements

In this chapter, you will need to have access to the following:

o The Elastic and Windows virtual machines built in Chapter 4, Building Your Hunting
Lab - Part 1

e A modern web browser with a Ul

Check out the following video to see the Code in Action:
https://bit.ly/2UODWi6

The Elastic Security app overview

The Elastic Security app is the central point for Elastic's security solution. It includes
a security news feed, host and network data, detections, timelines, cases, and an abstracted
view into the administration of the Elastic endpoint configuration.

To get to the Elastic Security app, click on the hamburger menu and select Overview
under the Security heading. This landing page will show you the highlights of the events
that are in the security app. From here we can jump into specific sections that show their
relevant data:

& elastic ‘ e & ©

= [B secuity Overview

iﬂ Overview Detections Hosts Network Timelines Cases Administration @ Add data

B v Search KQL “  Last 90 days Show dates G Refresh

®  +Add filter

Data sources

Recent cases £ .
Detection alert trend

Stackby  signal.rule.name v View alerts
Tesla Agent Match

Showing: 55 alerts
)
Alert generated by Tesla Agent.

Malware Detection

L]
0. Alert

Tesla Agent Timeline
Packtpub Network
20 .

View all cases Traffic Test

o Imported Packtpub
L
" I Network Traffic Test
Recent timelines n 4 0 Ha = - Malicious Indicator
Match Rule
2021-03.08 2021-03.20 20210403 2021-04-17 20210501 2021-05-15 20210520

You haven't favorited any timelines yet. Get

Figure 8.1 — Security app overview


https://bit.ly/2UODWi6

The Elastic Security app overview 239

You can scroll through this Overview section to get a high-level look at the different types
of data that are reflected in the app. Most notably, at the bottom of the Overview page,
there is a breakdown of the different datasets, separated by host and network, that we're
sending into the Elastic Stack:

@ elastic
=08

Security = Overview

|'| Overview Detections Hosts

B v Search
@  +Add filter

Winuows everic
concepts from our WEC

cogs, @i

Detecting rare and unusual
processes with Elastic machine

learning
I
2021-03-25

)

In this blog, we explore identifying truly
rare host process executions using
anomaly detection jobs in both Elastic
Machine Learning and Elastic Security.

Hunting for Lateral Movement

using Event Query Language

)

2021-03-18 )
In this in-depth blog, we explore some
lateral movement techniques and

leverage the capabilities of Elastic’s

Event Query Language (EQL) to design
behavioral hunts and detections.

Detection and Response for
HAFNIUM Activity

&

2021-03-04 ]
In this forum post, we share information
about detections for this activity, and
observations about exploitation in the

wild.

Network  Timelines

Host events

Showing: 826,156 events

> Auditbeat

v Endpoint Security
DNS
File
Image Load
Network
Process
Registry

Security

> Filebeat
~ Winlogbeat
Security

Microsoft-Windows-
Sysmon/Operational

Cases

Administration

KQL  f# v Last 90 days

0

757,917 no—
41,563 m

247,585 mmmm

18,600 1

35127 w

40,990

370,118 m—

3,934 1

0

68,239 m

34,164 m—

34,075 we—

Network events

Showing: 171,603 events

> Auditbeat
> Filebeat

v Packetbeat
DNS
Flow

TLS

Figure 8.2 — Security app datasets

o & O

@® Add data

Show dates G Refresh
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161,358 m——
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This Overview page allows us to see important information that is relevant across the
entire Security app. To get additional information, we will use the section tabs at the top

of the Overview page.

In this section, we learned how to get to the Elastic Security app Overview page. Next,
we'll explore the detection engine.
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The detection engine

The Detections section is used to investigate and create detection logic. Detection logic
can be the results of a malware hit from a signature or behavior as well as potentially
malicious activity. As of Elastic version 7.12, the detection engine has over 500 pre-built
rules that are created by the Elastic Intelligence and Analytics Team and the Elastic
community:

@ elastic

= [B securty Detections

@ Overview Detections Hosts Network Timelines Cases Administration ML job settings ~+ @ Add data
B Search kGl BIv Lastoa nows Show dates
&+ Add fiter

Figure 8.3 — Detection section

Keeping with the theme across the rest of Kibana, you can apply specific queries directly
into the Detections section or apply a date picker selection to narrow any searches.

In this section, we began to explore the detection engine of the Elastic Security app. In the
next section, we'll learn about managing the detection rules.

Managing detection rules

One of the most powerful features of the Elastic Security app is the detection rules.
Detection rules are pre-configured queries that compare events from various data sources
to identify non-signature-based malicious activity.

As an example, perhaps you want to know whether you have systems that are receiving
Remote Desktop Protocol (RDP) connections from outside your network, whether
someone is trying to brute force through Secure Shell (SSH), or someone is trying

to export your Windows Registry Hive. These things could be malicious in your
environment, but these are events that will not be detected by traditional anti-virus.
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Elastic has released hundreds of open source rules for the detection engine (https://
www.elastic.co/blog/elastic-security-opens-public-detection-
rules-repo) and has made them all available on GitHub (https://github.com/
elastic/detection-rules). As I mentioned before, there are 546 rules available for
free. Not only are the rules available on GitHub, but they are also automatically loaded in
Kibana. You may remember in Chapter 5, Building Your Hunting Lab - Part 2, we loaded
all of the prebuilt rules:

® elastic

. Security | Detections

‘1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ @ Add data
[~ Search KQL [ v Last7days Show dates

& — + Add filter

Detection alerts

Last alert: § days ago

©3 Manage detection rules

Trend

Showing: 33 alerts

Stack by signal.rule.name ~

i Malware Detection
{Alert

L)

‘

: u

; -

04080700 0406 18:00 04070700 04-07 1900 0408 07:00 04-0818:00 04090700 04081900 04100700 0410 19:00 0411 07:00 0d-11 1800 O4-120700  04-12 19:00

Figure 8.4 - Manage detection rules

If you click on the Manage detection rules button, it will open the Detection Rules
management section.

From here, we can see the Rules, Rules Monitoring, and Exception Lists tabs.


https://www.elastic.co/blog/elastic-security-opens-public-detection-rules-repo
https://www.elastic.co/blog/elastic-security-opens-public-detection-rules-repo
https://www.elastic.co/blog/elastic-security-opens-public-detection-rules-repo
https://github.com/elastic/detection-rules
https://github.com/elastic/detection-rules
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Rules

From this tab, we can enable different rules, search for rules by their names or tags, or dig
into the rules to learn more about them:

& elastic

= . Security | Detections ' Detection rules

‘1 Overview Detections Hosts Network Timelines Cases Administration ML job settings v @ Add data

< Back to detections

Detection rules

y Upload value lists &y Import rule

@ Create new rule

Rules Rule Monitoring Exception Lists

All rU]eS Q. e.g. rule name Tags v Elastic rules (561) ~ Custom rules (3)
(® Updated 20 seconds ago
Showing 564 rules | Selected Orules  Bulk actions v G Refresh  Refresh settings v Q search tags
Rule Riskscore  Severity Last run Lastresponse  Lastupdat Activated
APM
I ted Packtpub May 27, 2 T
mporiec rackipy 21 ° Low 7 minutes ago o succeeded Y2721 Application a
Network Traffic Test 20:00:25.
Asset Visibility
Malicious Indicator Match a2 i Apr 14, 2(
99 ® Critical 7 minutes ago ® succeeded : AWS
Rule o 00:50:42. &«
Azure
Apr12, 2( jux
Setgid Bit Set via chmod 21 ® Low 4 minutes ago ® succeeded 2?_ 6] Cloud [ ¢
Collection
SSH Authorized Keys File " i Apr 12, 2( Command and Control lux
47 Medium 4 minutes ago ® succeeded
Modification : . . 21:26:04, bz a

Figure 8.5 — Rules overview

Clicking on a rule will open the rule so that you can inspect the metadata about the rule,
where the data must come from, what the query is, and so on:

Important note

You cannot modify the Elastic-provided rules, but you may make a duplicate
and modify the duplicate if necessary.
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& elastic

= - Security = Detections = Detection rules = Public IP Reconnaissance Activity

‘1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ & Add data

S + Add filter

< Back to detection rules

Public IP Reconnaissance Activity & e

Created by: elastic on Feb 21, 2021 @ 20:28:22.677 Updated by: elastic on Apr 12, 2021 @ 21:29:07695

(-]

Lastresponse: @ succeeded at Apr 12, 2021 @ 21:20:12.777

AbOUT m Investigation guide DEﬁnition

Identifies domains commeonly used by adversaries for post-exploitation IP

; N X B Index patterns packetbeat-*
reconnaissance. It is common for adversaries to test for Internet access and acquire
their public IP address after they have gained access to a system. Among others, this Custom query event.categorynetwork AND event type:connection
has been cbserved in campaigns leveraging the information stealer, Trickbot. AND server.domain:(ipecho.net OR ipinfo.io OR
Author Elastic ifconfig.co OR ifconfig.me OR icanhazip.com OR
myexternalip.com CR api.ipify.org OR
Severity o Low bot.whatismyipaddress.com OR ip.anysrc.net OR
N wifismyip.com) AND NOT
Risk score 2 http.response.status_code:302 AND status:OK AND
Reference URLs - https nity jisc.ac gs/csirt/articleftrickbot- NOT _exists_http.request.referrer
analysis-and-mitigation
« https://www.cybereason.com/blog/dropping-anchor- Rule type Query

from-a-trickbot-infection-to-the-discovery-of-the-

anchor-malware =2 Timeline template None
False positive = If the domains listed in this rule are used as part of an
examples authorized workflow, this rule will be triggered by those
events. Validate that this is expected activity and tune
the rule to fit your environment variables. Schedule
License Elastic License v2
MITRE ATT&CK™ Discovery (TA0007) 2
System Network Configuration Discovery (T1016) Runs every 5m

Additional look-back  1m

Timestamp override  event.ingested time

Figure 8.6 — Public IP Reconnaissance Activity network rule

This overview of the rules will help you determine what rules you want to enable and what
rules don't make sense in your environment. As an example, if you aren't collecting cloud
security rules, or Linux or macOS events, it doesn't make sense to enable those rules.
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Rule monitoring

Clicking on the Rule Monitoring tab will give you a view of the amount of time the rules
take to run:

elastic

= . Security ' Detections | Detection rules

'1 Overview Detections Hosts Network Timeli Cases Administration ML job settings v @& Add data

< Back to detections

. @ Install 1 Elastic prebuilt rule } l ch Upload value lists H y Import rule ‘
Detection rules

Rules Rule Monitoring Exception Lists

A” rU|es Q) e.g.rule name Tags Elastic rules (548) Custom rules (0)
© Updated 28 seconds ago
Showing 546 rules Selected Orules  Bulk actions - C Refresh  Refresh settings v
Rule Indexing Time {ms) Query Time (ms) Last Gap (if any) Lastrun Last response Activated
Setgid Bit Set via chmod - 67.48 - 19 minutes ago # succeeded active
SSH Authorized Keys File N
N 4 83.01 19 minutes ago ® succeeded active
Modification
Sensitive Files Compression — 45.06 e 19 minutes ago * succeeded active
WebProxy Settings Modification - 58.86 - 19 minutes ago * succeeded active
Public IP Reconnaissance Activity — 6.23 — 16 minutes ago ® succeeded active
Endpoint Security — 1.76 3 hours 15 minutes ago # succeeded active

Figure 8.7 — Rule Monitoring

Rule Monitoring can be helpful if you're noticing a performance impact; you can look at
what rules are taking the most time and decide if you need to increase the resources for
your stack or if those rules are needed.

Exception Lists

The Exception Lists tab is where you can view any exceptions you've created for rules or
the endpoint:
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@ elastic

. Security ' Detections = Detection rules
.1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ & Add data

¢ Back to detections

Detection rules

@ Install 1 Elastic prebuilt rule iy Upload value lists

& Import rule

@ Create new rule

Rules Rule Monitoring Exception Lists

Exception Lists

(@ Updated 20 seconds ago

QU e.g. Example List Name

Showing 2lists | C Refrash

ListiD Name Number of rules as...  Rules assigned to Date created Last edited

1d8ecb43-f88c-40d94-8cel-

Endpoint Security 1 Endpoint Security 11 Apr 2021 21:25 2021-04-12T02:25:19.5...
2de8cf9Bf356

[E3
juid

Endpoint Security

endpoint_list B
Exception List

1 Endpoint Security 21 Feb 2021 20:28 2021-02-22T02:28:20.3...

B

Rows per page: 20

Figure 8.8 — Exception Lists

We'll talk more about the exception framework in the Event actions section, a bit further
on in the chapter.

Creating a detection rule

I mentioned that Elastic provides 546 rules for you, but we can also create rules that fit
a specific threat profile for our environment.

Rules can either be created using a Python module that Elastic provides and has made
available, or be created and made available through Kibana.
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To get started, click the blue Create new rule button:

® elastic

= . Security | Detections | Detection rules

@) Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ @& Add data
< Back to detections
Detectlon ruleS @ Install 1 Elastic prebuilt rule J [ & Upload value lists H c Import rule ]

Rules  Rule Monitoring  Exception Lists

A” rU|eS Q e.g.rule name Tags v Elastic rules (546)  Custom rules (0)
@ Updated 2 seconds ago
Showing 546 rules | Selected O rules  Bulk actions ~  C Refresh  Refresh settings
Rule Risk score Severity Lastrun Lastresponse  Lastupdated Version  Tags Activated
Public IP Reconnaissance 21 ° Low 17 minutes ago o succeeded Apr12,2021 @ 3 Discovery = Elastic (
Activity < 21:20:07.695 Network | See all

Figure 8.9 - Create new rule
There are five types of rules that you can create:
o A Custom query (KQL or Lucene rule)
o A Machine Learning rule
o A Threshold rule
o An Event Correlation rule

o An Indicator Match rule

Next, we'll walk through the creation of these rule types.

Important note

For the detection rules, the first section (Define rule) will change depending
on the rule type that you're going to use, but the three follow-on sections will
all be the same (About rule, Schedule rule, and Rule actions). We'll go all
the way through the four sections for the Custom query type and just the first
section for the other four rule types.

Custom query rule

By default, the rule type will be Custom query. This is how you'd create a KQL
or Lucene query.
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Below the rule type, you can select what index patterns your data will be in. By default,
all of the possible index patterns are added. As we only have Endpoint, Packetbeat, and
Winlogbeat data, we can safely remove the unused datasets.

Next, we can enter our query. As an example, I am looking for network connections to the
domain packtpub. com:

& elastic

= [ﬂ Security | Detections | Detection rules ' Create

‘1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ (B Add data

< Back to detection rules

Create new rule

o Define rule

Rule type
Custom query (23 Machine Learning ﬂ} Threshold
Use KQL or Lucene to detect Access to ML requires a Aggregate query results to
issues across indices. Platinum subscription 2. detect when number of

matches exceeds threshold

v Selected Select

@, Event Correlation Indicator Match

Use Event Query Language Use indicators from intelligence
(EQL) to match events, sources to detect matching
generate sequences, and stack events and alerts.
data
Select Select
Index patterns. ) Reset to default index patterns

logs-* X packetbeat-* X  winlogbeat-* X

Enter the pattern of Elasticsearch indices where you would like this rule to run. By default, these will include index patterns defined in Security Solution advanced

settings.
Custom query Import query from saved timeline
[E] v event.category: "network" and event.type: "connection" and destination.domain: "packtpub.com" KaL

3 — + Add filter
Figure 8.10 — Custom query

Here we can see what the first part of the rule will look like.
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Elastic has added the Preview results feature so you can test to see whether your query
is working as intended:

@ elastic

= . Security | Detections ' Detection rules ' Create

|'| Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ & Add data

Custom query Import query from saved timeline

[5) v event.category: "network" and event.type: “connection” and destination.domain: “packtpub.com" ® KQL
@+ Add filter
Timeline template

Nene ~

Select which timeline to use when investigating generated alerts.

Quick query preview

Last month ~ Preview results

Select a timeframe of data to preview query resuits

Hits
K[
5 hits.
s ® network traffie 0
5 ® network 0
a5
A
E o5
N
Q 25
2
; I I
s
0

03130000 03170000 0321 00:00 03-25 0000 032900:00 04010000 04050000 0408 0000

Note: This preview excludes effects of rule exceptions and timestamp overrides

Figure 8.11 - Preview results

After we've set up the rule type and the data sources, written our query, and tested the
results, we can click on Continue to move onto the next step.

In the second section, we can define the name, description, severity, and risk score,
and add any organization tags:
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& elastic

= . Security | Detections | Detection rules / Packtpub Network Tra... | Edit

‘1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ @ Add data

About

Name

Packtpub Network Traffic Test

Description

This rule will. identify when network traffic is observed going to the Packt domain.

Default severity

Select a severity level for all alerts generated by this rule.

® Low v

Severity override

Use source event values to override the default severity.

Source field Source value Severity
v v > e low
v v Medium
v VoD High
network.protocol v http v~ > e Critical

For multiple matches the highest severity match will apply. If no match is found, the default severity will be used.

Default risk score
Select a risk score for all alerts generated by this rule.

0 25 50 75 100

21

Risk score override
Use a source event value to override the default risk score.
Tags Optional
Test X Network X

Type one or more custom identifying tags for this rule. Press enter after each tag to begin a new one.

Figure 8.12 — Rule description

The default severity is Low and the risk score is 21. As you change the severity, the risk
score will automatically adjust. This can also be manually tuned if you have organizational
policies that dictate a severity and risk matrix.
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You can also override the defaults for severity and risk. In the preceding figure, I have
changed the severity from Low to Critical if the network traffic is unencrypted over the
HTTP protocol instead of TLS.

Clicking on the Advanced settings dropdown, we can add some additional information
about the rule. These settings are optional:

@ elastic

= . Security | Detections | Detection rules | Create

.1 Overview Detections Hosts Network Timelines Cases Administration

~ Advanced settings

ML job settings ~ @ Add data

Reference URLs Optional
https:/fwww.packtpub.com 1]
@ Add reference URL
False positive examples Optional
If a test is performed to validate the rule, this could be a false positive and should be marked as such. i3
@ Add false positive example
MITRE ATT&CK™ threats Optional
Too\tip MITRE ATT&CK™ tactic  Command and Control (TA0011) ~ 3]
in Markdown MITRE ATT&CK™ technique  Application Layer Protocol (T1071) v
\ MITRE ATT&CK™ subtechnique  Web Protocols (T1071.001) v
& Add subtechnique
@ Add technique
@ Add tactic
Investigation guide Optional
B . “ https://policies.soc.internal <> Editor
Validation of the network traffic should be confirmed following SOC Standard Operating Procedures @.
Provide helpful information for analysts that are investigating detection alerts. This guide will appear on the rule details page and in timelines (as notes) created
from detection alerts generated by this rule.

Figure 8.13 — Advanced settings

Here we can define any reference URLs that can help provide some context when
performing an investigation. I like to put the source of the threat reports that may have
led to the rule creation here.

We can provide some false positive examples.

We can add MITRE ATT&CK tactics, techniques, and subtechniques. The ATT&CK
model was covered in Chapter 1, Introduction to Cyber Threat Intelligence, Analytical
Models, and Frameworks.
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We can also add investigative notes. This can be used to link to organization-specific
documentation, points of contact, and so on. This guide renders GitHub-flavored
Markdown (https://github.github.com/gfm/), which is helpful to use for
inserting hyperlinks and tooltips.

GitHub-flavored Markdown can create hyperlinks using [URL Text] (url) and
tooltips with ! {tooltip [anchor text] (helpful description) }.

Moving on, we can populate the Author field and add the appropriate License details:

& elastic

= - Security | Detections | Detection rules ' Create

|1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ & Add data
L]
™3

Provide helpful information for analysts that are investigating detection alerts. This guide will appear on the rule details page and in timelines (as notes) created
from detection alerts generated by this rule.

Author Optional
PacktPub x Q

Type one or more authors for this rule. Press enter after each author to add a new one.

License Optional

Apache 2.0

Add a license name

Elastic Endpoint exceptions

Add existing Endpoint exceptions to the rule

Building block

Mark all generated alerts as "building block" alerts

Rule name override Optional

Choose a field from the source event to populate the rule name in the alert list.

Timestamp override Optional
~

Choose timestamp field used when executing rule. Pick field with timestamp closest to ingest time (e.g. eventingested).

Figure 8.14 — Detection alerts trend sorting

We can also choose to apply any exceptions to this rule; we don't have any yet, but if we
wanted to apply exceptions, we could check that box.

Building block rules are low-risk rules that we can create that will still write to the rules
indices but not be displayed in the Alerts table in the main Detections view. This is
helpful if you want to create a rule for context for other rules but not clutter up your view.


https://github.github.com/gfm/
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Rule name override will allow you to override the rule name we set before with the value
of a field from the event. As an example, we could use the destination.domain field
to name this rule packtpub . com when it is displayed in the Alerts table.

If we want to use a different timestamp than the default @ imestamp, we can define that
here.

Next, we can click Continue to move on.

We can define the schedule for the rule. This is how often the rule will run and how far
back it should look. The lookback is to ensure there aren't specific events that happen
to fall between the rule executions that could be missed.

The default is to run every 5 minutes with a 1-minute lookback. I prefer to change this
to run every 9 minutes with a 1-minute lookback:

e Schedule rule

Runs every

9 Minutes v
Rules run periodically and detect alerts within the specified time frame.
Additional look-back time Optional

1 Minutes

Adds time to the look-back period to prevent missed alerts.

Figure 8.15 - Schedule the rule

After we have set the schedule and the lookback, we can click Continue to move on to
Rule actions.

We can define how often the rule actions are performed, but they allow you to send
notifications to third-party services. Actions to these external services are a paid feature.

Finally, we can create the rule. I always prefer to create the rule without activating it
(meaning it will generate an event in the Detections section) so I can take one final look
at the completed rule before I run it:
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o Rule actions

Actions frequency

On each rule execution ~

Select when automated actions should be performed if a rule evaluates as true.

Actions

Select an action type Get more actions

L]

= A ® D o
1

Microsoft ServiceNow

Email IBM Resilient Jira PagerDuty e

Teams
{ Create rule without activating it ] Create & activate rule

Figure 8.16 - Create the new rule

&S

Webhaook

Once we've created the new rule, we'll land back on the Detection rules management
page. We can click on Custom rules to view our new rule:

& elastic ‘ o & O

= . Security  Detections = Detection rules

.'l Overview Detections Hosts Network Timeli Cases Administration ML job settings ~ @ Add data

< Back to detections

Detection rules

iy Upload value lists iy Import rule

@ Create new rule

Rules  Rule Monitoring  Exception Lists

A” rU|es Q e.g.rule name Tags v Elastic rules (561) | Custom rules (1)
(® Updated 1 minute ago
Showing Trule | Selected Orules Bulk actions ~ G Refresh  Refresh settings
Rule Risk score Severity Last run Lastresponse  Last updated Version  Tags Activated
Packtpub Network Traffic o Jun 2, 2021
P 21 o Low 6 minutes ago o succeeded @ 5 Network  Test X
Test 00:12:32.189
Rows per page: 20 v <1

Figure 8.17 — View custom rules
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Clicking on the rule name will open the rule and we can make a final check, make any
necessary changes, and activate (or deactivate) it when you are ready to generate events
with it:

@ elastic

= . Security ' Detections | Detection rules ' Packtpub Network Traffic Test

.1 Overview Detections Hosts Network Timeli Cases Administration ML job settings ~ @& Add data
[E) v~ Search KQL ~  Today Show dates
& — + Add filter

< Back to detection rules

Packtpub Network Traffic Test 50 semme | = et e setings || £ |

Created by: elastic on Apr 12, 2021 @ 22:48:18.258  Updated by: elastic on Apr 12, 2021 @ 22:56:39.797

Last response: ® succeeded at Apr 12, 2021 @ 22:56:41.891 C

About BT essionouce  Definition
This rule will. identify when network traffic is observed going to the Packt domain. Index patterns logs-= | packetoeat—* | winlogbeat-"
PacktPub
Author Custom query event.category: "network” and
Severity * Low event.type:"connection” and
destination.domain:"packtpub”
Severity override network.prot .
ocol: http > e Critical Rule type Query
Risk score 21 Timeline template None
Reference URLs « https://www.packtpub.com =
False positive « If atest is performed to validate the rule, this could be a
examples false positive and should be marked as such. SChedU|e
License Apache 2.0
MITRE ATT&CK™ Command and Control (TA0011) =
Application Layer Protocol (T1071) Runs every ém
Web Protacals (T1071.001) Additional look-back  1m
time
Tags Test | Network

Figure 8.18 — Reviewing the new rule

As a real-world example, you notice in the preceding figure that the destination domain
isn't right. I can click on the Edit rule settings button and adjust the domain to include
the . com Top-Level Domain (TLD):
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& elastic ‘ o & O

= [B) secuity Detections

'1 Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ @ Add data

[®) v Search KQL [ v Last 90 days Show dates G Refresh

@  signal.rule.name: Packtpub Network Traffic Test X |+ Add filter

Tl’end Stackby  signal.rule.name N
Showing: 4 alerts

4 o Packtpub Network
35 Traffic Test

20210306  2021-03-13 20210320  2021-08-27  2021-0408 20210410  2021-04-17  2021-0424 20210501  2021-0508 20210515 20210522  2021-05-29

Open Inprogress Closed

Showing 2 alerts Selected O alerts  Take action v [ Select all 2 alerts Additional filters
=@ e @timestamp - 1 network.protocol Rule Severity event.category host.name
o - network_traffic
> & [ oo Apr 12, 2021 @ 23:06:56.977 http Packtpub Network Traffic Test critical ne‘wmk" ! packtpub
o network_traffic
> 3 oo Apr 12,2021 @ 23:06:56.977 | [tls Packtpub Network Traffic Test low packtpub

network

Figure 8.19 — Packtpub network rule execution

After adjusting my mistake, I can see an execution of the rule and we can even see the
severity override we did for the HT'TP connection.

We created a custom query rule with KQL; next we'll explore the machine learning rule.

Machine learning rule

Machine learning rules are available in the detection engine; however, as we discussed in
Chapter 7, Using Kibana to Explore and Visualize Data, it is a licensed feature, so we'll not
be able to explore them with our lab environment.

If you do add a license for your lab, you will be able to enable machine learning detection
rules or create your own.

Next, we'll discuss threshold rules.

Threshold rules

Threshold rules are run against indices and then create an alert when the defined number
of events occurs.
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Using the Group By field in the Define rule section will create Boolean logic using
AND for multiple fields that you define. You can also leave this blank and it will use the
threshold value irrespective of any defined fields.

Additionally, you can set Count field; this will identify the number of unique values for
a defined field.

In this example, I again used the same query as I did for the custom query previously to
identify traffic to packtpub.com (event .category: "network" and event.
type:"connection" anddestination.domain: "packtpub.com"). Aswe
only have one system, I opted to group by the network.protocol field with over two
results and then count by the number of unique values for the source . port field. So,
this rule will trigger when there are more than two network protocols and more than two
source ports.

This rule would create alert rules only when the preceding criteria are met:

Group by Threshold
network.protocol x o v >= 2
Select fields to group by. Fields are joined together with 'AND'
Count Unique values
source.port Qv >= 2

Select a field to check cardinality

Timeline template
None v

Select which timeline to use when investigating generated alerts.

Quick query preview

Last hour 4 Preview results

Select a timeframe of data to preview query results

Hits

2 unique hits

o tis
® http

ONPOP-NEDENNDD DG

Cumulative Threshold Count
o000 —man NP

hitp tis

Note: This preview excludes effects of rule exceptions and timestamp overrides.

Figure 8.20 — Detection rule - threshold rule



The detection engine 257

Threshold rules are valuable when you are looking for things such as multiple processes
calling the same domain or maybe user logins from more than one IP address.

In this section, we discussed creating a threshold detection rule; in the next section, we'll
discuss creating a correlation rule with EQL.

Event correlation rule

As we discussed in Chapter 7, Using Kibana to Explore and Visualize Data, using the Event
Query Language (EQL), we can create a rule to correlate multiple events together. This is
extremely helpful when correlating process and network events together.

In this example, I am using process.entity_ id, which is a unique identifier for
a process, to connect the process and network event together. I am correlating events
where the cURL process starts and makes a connection:

sequence by process.entity id

[process
where event.type in ("start", "process started")
and process.name == "curl.exe"]
[network

where event.type == "connection"]



258 The Elastic Security App

Here we can see how this event correlation rule looks in Kibana:

EQL query

sequence by process.entity_id
[process
where event.type in ("start", "process_started")
and process.name == "curl.exe"]
[network
where event.type == "connection"]
a

Event Query Language (EQL) Overview (7

Timeline template
None v

Select which timeline to use when investigating generated alerts.

Quick query preview

Last hour v Preview results

Select a timeframe of data to preview query results

Hits

3 hits

Count

06-0122:40 06-0122:45 06-0122:50 06-0122:55 06-0123:00 06-0123:05 06-0123:10 06-0123:15 06-0123:20 06-0123:25 06-0123:30 06-0123:35

Note: This preview excludes effects of rule exceptions and timestamp overrides, and is limited to 100 results.

Figure 8.21 - Detection rule - correlation rule

This rule type can be used for any EQL rules or when you need to correlate multiple data
types together.

Next, we'll explore the last rule type, the indicator match rule.

Indicator match rule

The indicator match rule is used to match local observations with indicators that are
provided either by a previously ingested list (as we discussed using the Data Visualizer in
Chapter 7, Using Kibana to Explore and Visualize Data) or from a threat feed.

In this section, we spent time creating and managing detection rules. Back on the main
Detection page of the Security app, we'll continue down the page with the trend timeline.

The easiest way to do this will be to use the Threat Intel Filebeat module we set
up in Chapter 5, Building Your Hunting Lab - Part 2.
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The easiest way to generate some samples will be to identify a malicious domain and
browse to it; after all, we're in a sandbox, right?

In the Discover app, go to your threat feed index pattern (£ilebeat-*). Let's apply
a few filters so we can zero in on a good indicator to test:

event .dataset:threatintel.anomali and threatintel.indicator.
type:domain-name

This will narrow our view to data provided by Anomali and only domains. This search
conforms with the threat ECS fieldset.

Let's add the threatintel.indicator.domain field as a column and pick any
domain:

@ elastic
= . Discover New Save Open Share Inspect
[B) v  event.dataset i nomali and i -name @ KQL ~  Last 7 days Show dates C Refresh
@ +Add fitter
; =

I filebeat-* 229 hits Apr 7, 2021 @ 00:33:41.288 - Apr 14, 2021 @ 00:33:41289  Auto ~ % Hide chart

Q domain o

Filter by type 0 - : .

E;
\s Selected fields [ 1] 2

¢ threatintel.indicater.domain 0 —
202104071200 20204081200  2021-04-091200  2021-04-101200  2021-04-11200  2021-08-121200 202104131200
\ Avsilable fields B8 .
@timestamp per 3 hours

Popular X o X
Time » threatintel.indicator.domain
t threatintel.indicator.url.domain

~

Apr 13, 2021 @ 81:59:39.213| covidfreecashback.xyz

“

Apr 13, 2021 @ 81:59:34.855| walgreenscovidshot.com

v

Apr 13, 2021 @ 81:59:26.459 coronateststation.berlin
> Apr 13, 2621 @ 81:59:26.423| covidhealinggarden.org
> Apr 13, 2021 @ €1:59:14.182| worldcovidmeter.info

> Apr 13, 2621 ® 81:59:14.136 | pergspecorunat.tk

Figure 8.22 — Sample domain indicators

Now that we have the domain, let's go to our Windows box and use cURL to reach out
and touch the domain:

B Command Prompt — O X

s\packtpub>curl -L covidfreecas

Figure 8.23 — Using cURL to generate indicator match traffic
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Now that we've generated some data, let's go back to the Detections section of the
Security app and create our indicator match rule.

Here, we'll use the same index patterns that we've been using.

We'll write a custom query for our local data. The default is * : *, meaning "match
everything," but we're looking for domain traffic, so we can write a more specific rule
to make it more performant:

event .category: "network" and event.type:'"connection" and
destination.domain:*

Next up is the indicator index pattern; remember, we're using £ilebeat - *.

The indicator query can be tuned to require that the domain indicator exists, again,
to make it more performant:

threatintel.indicator.type:"domain-name" and threatintel.
indicator.domain:*

Finally, we'll define what observation fields match what indicator fields. Here we're saying
that the value of destination.domain must match threatintel.indicator.
domain. You can extend this to include multiple fields to match, such as file hashes,

IP addresses, and any fields that are present in both your local index patterns and your
indicator data:

Custom query Import query from saved timeline
®

[2) v  event.category:"network" and event.type:"connection" and destination.domain:*

®  +Add filter

Indicator index patterns
filebeat-* X

Select threat indices

Indicator index query

[2) v threatintel.indicator.type:"domain-name" and threatintel.indicator.domain:* @ KQL
®  +Add filter
Indicator mapping
Field Indicator index field

destination.domain v MATCHES threatintel.indicator.domain v

Figure 8.24 — Detection rule - indicator match
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Running this rule, we can see that our generated malicious traffic generated a rule alert:

& elastic

= D Security = Detections = Detection rules = Malicious Indicator Match Rule

A Overview Detections Hosts Network Timelines Cases Administration ML job settings ~ @ Add data

[ v search KQL 5~ Last 24 hours Show dates

@+ Add filter

Detection alerts Exceptions Failure History

Trend

Stackby  signal.rule.name ~

Malicious Indicator
Match Rule

08
04
02

04-1301:00 0413 04:00 04-1307:00 04-13 10:00 04-1313:00 0413 16:00 04-13 18:00 04-1322:00

@ Open Inprogress Closed

Shawing 2 alerts Selected O alerts  Take action ~  [3 Select all 2 alerts Additional filters ~

@0 ¢ @timestamp & 1 Rule destination.domain threat.indicator.matched.atomic threat.indicator.matched.type

> 5 [J wee Apr 14, 2021 @ 00:50:49.375 Malicious Indicator Match Rule domain-name

> & [ eon Apr 14,2021 @ 00:50:49.375  ~ Malicious Indicator Match Rule domain-name

Figure 8.25 - Detection rule - indicator match alert

You may notice that there are fields that end in . matched. We're going to explore

those in Chapter 11, Enriching Data to Make Intelligence, when we talk about indicator
enrichment.

In this section, we created five detection rule types in the Security app. Next, we'll learn
more about the Detection alerts page.
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Trend timeline

Using the trend timeline, you can sort all events by their specific metadata. This is a view
into all of the events and alerts that are generated by the detection engine. This is very
helpful in identifying priority, risk, and criticality based on the detection rule settings.
We'll discuss that more as we create our own rules.

& elastic

= - Security = Detections

.1 Overview Detections Hosts Network Timelines Cases Administration e —
— | signal.rule.risk_score

signal.rule.severity

signal.rule.threat.tactic.name

[ v Search KQL (v Last 90 days i
destination.ip
3  signal.rule.name: Packtpub Network Traffic Test X |+ Add filter event.action
event.category
| host.name
Trend signal.rule.type
[fe} (ST v signal.rule.name
Showing: 4 alerts source.ip
user.name
4 e
°
35 Traffic Test
3
25
2
1.5
1
05
0
20210806 20210313 20210820 20210327 20210403  2021-0410 20210417 20210424 20210501 20210508 20210515 20210522  2021-0529

Figure 8.26 — Detection alerts trend sorting

If we continue down the page, we'll see more detailed information for each event that has
occurred. While there is a lot in this single visualization, it is laid out in a way that makes
it fairly intuitive.

From this visualization, we can customize the columns that are in our view, adjust the
renderers, move to full screen, and sort the events:
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@ elastic e & ©

Security = Detections

'1 Overview Detections Hosts Network Timelines Cases Administration ML job settings v~ @ Add data

B v

Search KQL [ v Last90 days Show dates C Refresh

@  signal.rule.name: Packtpub Network Traffic Test X |+ Add filter

Showing: 4 alerts

4 Packtpub Network
a5 Traffic Test
3
25
15
1
05
0
20210306 20210313 20210320 20210327 20210403 20210410 20210417 20210424 20210501 20210508 20210515 20210522 20210520
Open Inprogress Closed
Show\'rvg. 2 alerts Selected O alerts  Take action v (8 Select all 2 alerts Additional filters
=@ ¢ @timestamp <, 1 network.protocol Rule Severity event.category host.name
e » network_traffi
> O & [ Apr 12,2021 @ 23:06:56977  http Packtpub Network Traffic Test critical nelam i packtpub
° network_traffic
> & O e Apr 12,2021 @ 23:06:56.977  tis Packtpub Network Traffic Test low network packtpub

In the

1
2
3.
4

Figure 8.27 — Detection event organization

preceding screenshot, you can see four buttons (the icons labeled 1 through 4):

Customize Columns
Customize Event Renderers
Full Screen

Sort

Clicking on Customize Columns will allow you to select the different information that
you'd like to show in the event details. I usually change this to include just the timestamp,
rule name, module, category, host name, user name, filename, and destination domain.
This allows me to get a quick look at the important information. There is plenty more to
look at, but this provides you with the basics.
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To change the columns, click on Customize Columns and then you can type the field
names in the query and simply put a checkmark next to the ones you want to add:

DeteCtIOn a|el"t8 Manage detection rules

Last alert: 1 minute ago

X
q ¢ Stackby  signal.rule.name ~
Customize Columns Reset Fields
Q) file.name [ <]
o | Malware Detection
2 categorles 2 flel Alert
Categories file 1
file ield Description
log 1 t file.name Name of the file including the extension, without the directory. Exam...
04-08 22:00
Open Inprogress Closed
Additional filters ~
Method Severity Risk Sco...
> % e Apr 6, 2021 @ 21:10:54.734 sicar.exe Malware Detection Alert 3 query critical 90

£ packtpub \- PACKTPUB @ packtpub = was detected renaming a malicious file | [ eicar.exe | In | [3 C:\Usersipacktpub\Downloads\eicar.exe | via

>_ explorerexe | || (4528) | | C:\Windows\ExplorerEXE | via parentprocess | userinitexe | (4408)  withresult | success

# c468330a4273b2450b770d006cc3cal 7eb51

Figure 8.28 — Adding columns to the detection event view

You can also search for any columns you want to remove, but I find it's faster to just click
the x next to the column name:

= Open Inprogress Closed

Additional filters

Showing 2alerts | Selected D alerts Takeaction ~  [3 Selectall 2 alerts
=@ 3 @timestamp - 1 file.name Rule Version Meﬂmd Severity Risk Sco...
> O & [ e Apr 6, 2021 @ 21:10:54.734 eicar.exe Malware Detection Alert 3 i query critical 99
| 2 packtpub \ PACKTPUB @ packtpub was detected renaming a malicious file [ eicarexe in | [3Cil exe  via
> explorerexe  (4528)  C:\Windows\ExplorerEXE  via parent process | userinitexe | | (4408) with result = success
# c468330a4273b245007, 7eb51

Figure 8.29 - Removing columns from the detection event view

You can also click and drag columns around to reorganize them. This is helpful for your
specific analytical process — organizing data in a logical way that makes sense to you.
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Next to the Customize Columns button, there is the Customize Event Renders button.
Adjusting the renderers allows you to change your view to a specific context. By default,
we're just looking at the basic information about the events. If we click on Customize
Event Renderers, we can select Alerts:

Customize Event Renderers

Event Renderers automatically convey the most relevant details in an event to reveal its story

Disable all Enable all

QU Ssearch...
Name T Description Example
win20 point-1  was p from g a malicious process
>_CiL 3bel 18a513bfc9882407a6e384ffb17d12710db7d76fb.exe (6920)
Alert: Alerts are displayed when malware or c:\ 3bel 18a51 17d12710db7d76fb.exe  with result
erts K
ransomware is prevented and detected success
# 3be13acde2f4dcded4fd8d518a513bfc9882407a6e384ffb17d12710db7d76fb
Session  # 246 2 alice @ zeek-london = connectedusing  >_wget  (1490)
Auditd 7 audit events convey security- wget www.example.com  with result = success
Auditd relevant logs from the Linux Audit
Framework. Destination

192.168.216.34 : 180 (4

Figure 8.30 - Customize event renderers

Selecting Alerts organizes our events into a context of security events instead of
a generic view.

You can view the event details in full screen mode by clicking the Full Screen button.

Finally, you can sort your events by the default of @t imestamp or you can select
a different field and go either ascending or descending:

= 3 ¢ @timestamp - 1 Rule
> © X |t @timestamp A-Z “ =
Pick fields to sort by Clear sorting

Figure 8.31 - Customize event renderers

Now that we've organized our data into an alert-centric context, let's explore the
individual event detail options.
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Immediately below the View customization section are five specific event detail options:

& elastic

Security  Detections

@) Overview Detections Hosts Network Ti Cases A istration
@ v Search KQL  f# v  Last 90 days
(  signal.rule.name: Packtpub Network Traffic Test X =+ Add filter
Showing: 4 alerts
as
25
15
0s
20210306 2021013 20210320 20210327 20210403 20210410 20210417 20210424 20210501  2021-05:08
Showirjg 2 plerfs Sdlected O alerts  Take action v [3 Select all 2 alerts
=@Om ¢ @timestamp \ 1 network.protocol Rule
> 2 [ e Apr 12, 2021 @ 23:06:56.977 http Packtpub Network Traffic Test
> O & Qo Apr 12,2021 @ 23:06:56.977 ' tls Packtpub Network Traffic Test

ML job settings v @ Add data

Show dates G Refresh

Packtpub Network
Traffic Test

20210515 20210522 20210529
Open Inprogress Closed
Additional filters v
Severity event.category host.name
network_traffic
critical L5 packtpub
network
network_traffic
low packtpub

network

Figure 8.32 - Detection event details

In the preceding screenshot, there are five buttons (the icons labeled 1 through 5):

Event Details
Resolver

Add to Timeline
Add to Case

Event Actions

SANE I A

Next, we'll walk through each of these options.

Event Details

Clicking on the Event Details icon will expand a slide-out pane on the right side of the
screen with three different views: Summary, Table, and JSON View.
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The Summary view will show you the high-level basics of the event, such as when it
occurred, what rule was triggered, the severity, the risk score, the host name, and the user
name. This provides basic information:

& elastic

= in] Security = Detections

] Overview Detections Hosts Network Timelines Cases .
Alert details

[8) v  Search koL Message
Malware Detection Alert
= + Add filter

Summary Table JSON View

Detection alerts

signal.status Open
Last alert: 11 minutes ago .
@timestamp Apr 8, 2021 @ 21:10:54.734
Rule Malware Detection Alert
Trend Severity critical
Showing: 4 alerts Risk Score 99
4 host.name packtpub
? user.name packtpub

< on o ow i

04-06 01:00 04-06 04:00 04-06 07:00 04-06 10:00 04-06 13:00
Showing 2 alerts Gelected 0 alerts  Take action 8 Select all 2 alerts
= 5 [T @timestamp L 1 Rule file.nam
> 8 .25: [ oo Apr 6, 2021 @ 21:10:54.734 Malware Detection Alert eicar.e

2 packtpub |\ PACKTPUB @ packtpub was detected renaming a
>_ explorer.exe (4528) C:\Windows\ExplorerEXE  via

# c4B68330a4273b2450b770d006cc3c

Figure 8.33 — Detection event details - Summary
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The Table view shows you very granular data organized into a table similar to how an
event would look in Discover. Like the Customize Columns menu we discussed earlier,
you can use this view to add and remove columns:

@ elastic
B

Security | Detections

'1 Overview Detections Hosts Network
B v search
®  +Add filter

Showing: 31 alerts

0406 01:00 04-0607:00 04-06 1300

Showing 24 alerts Selected 0 alerts

Timelines  Cases

04-06 19:00 04-0701:00

Take action v (3 Select all 24 alerts

=@ T @timestamp 1 network.protocol Rule
SO s O Apr 6, 2021 @ 21:55:58.325 = Malware De
2 packtpub \  PACKTPUB @ packtpub was detected creating a malicious fil
B e 30a4 b18fa2c08

via parent process | userinit.exe

# c468330a4273b2450b770d006cc3c

Adminis

Alert details

Message
Malware Detection Alert

Summary  ThreatIntel (0) | Table | JSON View
Q Filter by Field, Value, or Description...
t filehashmds @ = = =

file.hash.shat ©®

file.hash.sha256 @

@ filemtime © Apr 6, 2021 @ 21:07:56.234
t filename © eicar.exe
t file.owner © packtpub

file.path © C:\Users\packtpub\Downloads\eicar.exe

file.path.text @ C:\Users\packtpub\Downloads\eicar.exe

# filesize © 284672
t  host.architecture ® x86_64
t  hosthostname @ packtpub

Figure 8.34 - Detection event details — Table

Finally, you can look at the raw data in JSON format. This is helpful if you have specific
questions about how the data is structured. While looking at data this way can be busy;, it

can be helpful to look at similar events. As an example, it can be helpful to look at all the

file or process information in one view:
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= . Security  Detections

.'I Overview Detections Hosts Network Timelines Cases Adminis "
_ Alert details

[ v search Message
Malware Detection Alert
@  +Add filter

Summary  ThreatIntel (0)  Table  JSON View

Showing: 31 alerts

60 "file": {
12 61 "accessed": "

8

6 T,

5 66 P

‘ 67 1,

2 68 "created": "2021-04-07T02:07:56.2332"
1

0

69 "directory": \\Users\\packtpub\\Downloads",

04:06 01:00 04-0607:00 04-06 1300 04-06 19:00 04-0701:00 7 "Ext": {
72 "code_signature”: "{\"trusted\":false,\"subject_name\":\"\",\"exists\":fals
73 "malware_classification”: {
: "endpointpe-v4-model”,
999995946884155" ,
.62"

4.0.7000"

N
79 "temp_file_path": "C:\\Windows\\TEMP\\4c260019-abdc-42a6-a@a2
Showing 24 alerts Selected O alerts  Take action (3 Select all 24 alerts 80 }

i 81 "extension”: "exe",
=@ ¢ @timestamp ' 1 network.protocol Rule 82

> & & (3o Apr 6, 2021 @ 21:55:58.325 = Malware De 83
2 packtpub |\  PACKTPUB @ packtpub was detected creating a malicious fil 86
EY 3024273b2450b770d006cc3cad pes

" o
C:\\Users\\packtpub\\Downloads\\ei car. exe",
# c468330a4273b2450b770d006cc3c 91 "size": "284672"

via parent process | userinit.exe 89

Figure 8.35 - Detection event details - JSON

Viewing the event details is often the first step in responding to events. Being able to move
quickly between a summary to details in just a few clicks is very powerful, especially when
you don't have to switch screens, portals, contexts, or views.

Next, we'll discuss the Resolver view, which is a valuable visualization to track events and
their relationships.

Resolver

The Resolver view provides a tree-type view of file and network events. What makes
Resolver particularly powerful is that it connects file and network events. From any
security event that was generated by the Elastic Agent, there will be a Resolver icon that
can be clicked to open the event in the Resolver view.

To highlight the utility of Resolver, I created a snapshot of my Windows VM, downloaded
a malware sample of the Tesla Agent (a popular information stealer and remote access
tool), and detonated it on the Windows system. As a reminder, we've configured the
Elastic Agent Security Integration to only detect, not prevent.
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I am going to obscure the identifying marks of the malware (hashes, network connections,
and so on) because this is live malware that could absolutely cause damage. Additionally,
adversary-controlled infrastructure may not be owned by them and I don't want to expose
innocent victims if they are being used without their knowledge.

Executing the malware, we should take note that the filename is tesla. exe. This will
help focus our search:

Open Inprogress Closed

Showing 1alert  Selected Qalerts Take action v [5 Select all 1 alert Additional filters -
[l T @timestamp - 1 event.created Rule flle.name Severity event.module
> [ e (Apr7,2021@22:48:09.922  [Apr7, 2021@ 22:47:30.394  { Malware Detection Alert LZYIPIYOP.exe critical endpaint

£ packtpub |\ PACKTPUB @ packtpub  was detected modifying a malicinusrile: [2) 2YiPIYOP.exe In [ C:\Users\packtpub\AppData\Roaming\zYiPIYOP.exe  wia
> teslaexs | (6172) I i D xe Iviaparenlpm:ess; explorerexe | (3704)  withresult | success

e o men o mm o m o -

Figure 8.36 — Malware event

Remembering the file we're tracking is called tesla. exe, we can look for tesla.exe.
If we click on the Resolver icon and then the 4 file button, we are shown some additional
details:

& elastic S e & O

= . Security = Detections

Exit full screen

X Close analyzer

BETA @

Events / explorer.exe / 307 Events / 4 file o

C:\Users\packtpub\Downloads\tesla.exe

~
-
@
TERMINATED PROCESS
file change @ Apr 7, 2021 @ 22:43:14.020
©

oog,
oy
file change @ Apr7, 2021 @ 22:43:06.281 /AANALYZED EVENT - RUNNING PROCESS
explorer.exe

C:\Users\packtpub\Downloads\ebd059221f... '\\
<>“—= 4file 1library

302 registry
file creation @ Apr7, 2021 @ 22:42:48.022

C:\Users\packtpub\Downloads\tesla\ebd05...

file creation @ Apr7, 2021 @ 22:39:26.825

C:\Users\packtpub\AppData\Roaming\Micro...

Figure 8.37 — Malware event — Resolver view
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Resolver shows us some analysis information and even a few artifacts of me staging the
malware! There are labels 1 through 4 in the screenshot:

1. This is a screenshot of the desktop wallpaper that was stored.

2. 'This was me staging the malware by unzipping it from an encrypted archive. This
isn't part of our analysis, but it's great that the agent tracked and associated this with
the activity. This would be useful telemetry in tracking an actual event.

3. 'This was me renaming the malware tesla.exe and moving it from the default
archive folder. This isn't part of our analysis, but it's great that the agent tracked
and associated this with the activity. This would be useful telemetry in tracking an
actual event.

4. Here is the actual file that was detonated, tesla.exe. We knew that already, but
we can see how it's recorded by the Agent.

We'll spend more time deep-diving into tesla.exe in Chapter 9, Using Kibana to
Explore and Visualize Data, but for continuity, we'll continue to use this event for our
examples throughout this chapter.

Next, we'll explore how to add events to a timeline.

Adding to a timeline

We had a brief introduction to timelines in the EQL section of Chapter 7, Using Kibana

to Explore and Visualize Data. We'll discuss using timelines to natively build EQL queries
later in this chapter in the Timelines section, but from within the detection engine, we can
create a timeline using the document identification value or even drag a specific event
field into a timeline.
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The easiest way to create a timeline from an event is to click on the Investigate in timeline
button next to the event, and this will create a new timeline using the event document ID.
The document ID field is named _1id and it is a unique value that is assigned when an
event is indexed:

Showing 3 alerts Selected 0 alerts  Take action ~  [[& Select all 3 alerts

(VR EICHLRANE I EM @timestamp b 1 Rule

> B %z |03 eee EApr7, 2021 @ 22:48:09.922 f Malware Detection Alert

Figure 8.38 — Malware event — add an event to timeline

From here we can see this single event has been added to a timeline:

& elastic

= . Security ' Detections

@ e Untitled timeline | x

Untitled

& Unsaved Processes Users Hosts  SourcelPs  Destination IPs
timeline 1 0 1 0 0 % Add to favorites | | Attach to case -

Add a description ¢

Query 1 Correlation Notes Pinned

v Apr7,2021 @ 22:38:09.923 - Apr7, 2021 @ 22:48:09.922 G Refresh o)

® All data sources

_id: "d4b067a7abfeb4353d7573c2d8cd90b155afaf5c3bb0fIbf305e3ccdec82d3ed” X

OR + Add field

ano  Filter ~ @) v Search KQL

©  +Add filter

= @ T @timestamp | 1 message event.category event.action host
malware

> @ [ m S B L Apr7,2021 @ 22:48:09.922 Malware Detection Alert intrusion_detection creation pac
file

2 packtpub |\ PACKTPUB @ packtpub was detected creating a malicious file

D s s——w S = = msm—— m
[3 C:\Users\packtpub\Downloads\tesla\ via
>_ explorer.exe (3704) C:\Windows\Explorer.EXE via parent process = userinit.exe (4084) withresult . success

Figure 8.39 — Malware event added to timeline



The detection engine 273

Additionally, we can also click and drag fields onto the timeline slide-out to add it to a
timeline:

Open Inprogress Closed

Showing 1 alert Selected O alerts  Take action v [ Select all 1 alert Additional filters v
= Q3 T @timestamp ' 1 Rule Severity event.category
malware
> @ 323 [ oo Apr7,2021 @ 22:48:09.922 Malware Detection Alert < critical ‘intrusion_detection
file

2 packtpub |\ PACKTPUB @ packtpub was detected modifying a malicious file . [3) zYiPIYOP.exe in
[ C:\Users\packtpub\AppData\Roaming\zYiPIYOP.exe via = >_ tesla.exe (6172) C:\Users\packtpub\Downloads\tesla.exe

via parent process - explorer.exe (3704) withresult : success

C|ickanddrag # EEEE NS CEEEE UE NS N DEEES BT BEESE UE BN B0 B 0 EIEEE. N

R QM@

Drop anything _highlighted _here to build an__or __query

 file.hash.sha256: - - = =" X

Figure 8.40 — Malware event — click and drag event to create timeline

Naming and providing a description for the timeline is helpful when you're tracking
multiple events:

Name Timeling

Titis

Tesla Agent Timeline

Description (Options)

Possible Tesla Agent events observed.

4

Figure 8.41 - Malware event — naming a timeline
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We can also add this directly to an existing or new case (which we'll talk about in the

next section):

& elastic

= . Security = Detections

@ e Agent Tesla Timeline

Agent Autosaved Frocesses  Users  Hosts  Source IPs
40 16 1 1 0
TeSIa & seconds

. . ago
Timeline Destination IPs

Possible Agent Tesla

events observed. 0
Query 75 Correlation Notes Pinned
v Last 90 days Show dates

file.name: "zYiPIYOP.exe" X

OR |+ Add field

ano  Filter ~ [®) v Search

®  + Add filter

=3 T @timestamp L 1 message
> O O I [Jam Apr 19, 2021 @ 22:33:21.280  Malware Detection Alert

{ Y¢ Add to favprites

Attach to case v

Attach to new case

Attach to existing case...

C Refresh @

® All data sources }

event.category event.action
malware
intrusion_detection modification
file

9 packtpub \ PACKTPUB @ packtpub was detected modifying a malicious file . [3) zYiPIYOP.exe in

[ C:\Users\packtpub\Desktop\zYiPIYOP.exe via : >_ cmd.exe
via parent process . explorer.exe (3780)

# W ———— s = T T

(6688) C:\Windows\system32\cmd.exe
with result | success

Figure 8.42 — Malware event — adding a timeline to a case
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Here we learned the two ways that we can create timelines from the Detection alerts page.
Next, we'll discuss how to create a case.

Adding to a case

Cases is a developing feature in Kibana. Currently, it is a case management capability to
save links to data and make notes.

We'll work more with cases later in this chapter, but from the Events page, you can click
the Cases button and add an event to a new or existing case:

Open In progress Closed

Showing 7 alerts Selected 0 alerts ~ Take action v [ Select all 7 alerts Additional filters v
= Q3 ¢ @timestamp ' 1 Rule Severity event.cal
malware
> @ 335 [J oes Apr 19, 2021 @ 22:33:21.280 Malware Detection Alert critical intrusior
file

| @ packtpub  was detected modifying a malicious file . [3) zYiPIYOP.exe in
Add to new case
B PIYOP.exe via: >.cmd.exe (6688) C:\Windows\system32\cmd.exe
L cess | explorer.exe (3780) withresult | success
Add to existing case

b S B Bt B S, SRR = il =

Figure 8.43 — Malware event — adding an event to a case

Here we showed how to add an event to a case. Next, we'll explore how to modify the
status of, or even make exceptions to, an event.
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Event actions

Now that we've looked at the different things we can do from an analysis perspective with
an event, there are some administrative actions that we can take on an event.

We can mark an event as In progress or Closed. This simply helps with the event response
organization so that multiple analysts can work on the alerts without stepping on each
other's toes. When you mark an event as In progress or Closed, it is filtered from the
default Open view. To find out who is working on an event, it must be in a case:

Trend

Showing: 47 alerts

Stackby  signal.rule.name v

° Malware Detection
30 Alert

10
5
0 -_—
20210308  2021-0313 20210820 20210327 20210403 20210410 20210417 20210424 20210501 20210508 20210515 20210522  2021-05-29
Open Inprogress Closed
Showing 12 alerts Selected O alerts  Take action ~ [ Select all 12 alerts Additional filters ~
=@ < @timestamp - 1 Rule Severity eugliCategory host.name
malware
> QO & [J e Apr 19, 2021 @ 22:33:21.280 Malware Detection Alert critical intrusion_detection packtpub
file
Mark in progress ® packtpub  wasdst€Cled modifying a malicious file . 3 zYiPIYOP.exe in [ C:\Users\packtpub\Desktop\zYiPIYOP.exe via
1688) Q\Win}iows\systemaz\cmd.exe via parent process - explorer.exe (3780) withresult  success
Close alert ’
Add Endpoint exception malware
> O & O 280 Malware Detection Alert critical intrusion_detection packtpub
Add rule exception file
e— malware
> O & [J e Apr 8, 2021 @ 00:38:12.200 Malware Detection Alert critical intrusion_detection packtpub
file

Figure 8.44 — Malware event — changing event StatusMalware event — changing event status

Additionally, we can also create either a rule or an endpoint exception. Both of these
exception types prevent alerts from being generated when their conditions are met.
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The difference between a rule exception and an endpoint exception is that the endpoint
exception is evaluated on the endpoint and the rule exception is evaluated in the detection
engine. This difference is extremely important if you are taking preventative measures on
the endpoint, where you'd want the exception evaluated on the endpoint or the prevention
would still occur.

When creating either exception type, you can choose to close the current alert as well
as any other alerts that match the criteria. Endpoint exceptions can remove an endpoint
from quarantine if the exception criteria are met.

Clicking on the three dots next to the alert allows you to create an exception of either type:

Add Endpoint Exception

Malware Detection Alert

Alerts are generated when the rule's conditions are met, except when:

Field Operator Value
file.Ext.code_signature N is g —_ s 'E'f'
subject_name ~ is ~ Search field value... v E
trusted v is v false v 5
AND
file.path.caseless ~ is ~ C:\Users\packtpub\Downloads\zYiPIYOP.exe v ¥
fila hach chad&R s e s == § e | . ] ~s B

Close this alert

Close all alerts that match this exception and were generated by this rule (Lists and non-ECS fields are not supported)

On all Endpoint hosts, gquarantined files that match the exception are automatically restored to their original locations. This exception applies to

all rules using Endpoint exceptions.
Cancel Add Endpoint Exception

Figure 8.45 — Malware event - Add Endpoint Exception
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Here we are creating an endpoint exception using the information that would prevent
a malware detection alert from being generated if the preceding criteria are met:

Add Rule Exception

Malware Detection Alert

Alerts are generated when the rule's conditions are met, except when:

Field Operator Value
file.name vois ~ ZYIPIYOP.exe v g
@ AND I () Add nested condition

E Add a new comment...

. 4

Close this alert

Close all alerts that match this exception and were generated by this rule

Cancel Add Rule Exception

Figure 8.46 — Malware event — Add Rule Exception

We can also make a rule exception to not create an alert when the filename
is zYiP1YOP.exe.

When making exceptions, we should look back at the Pyramid of Pain that we discussed
in Chapter 2, Hunting Concepts, Methodologies, and Techniques. Remember that the higher
up in the pyramid we go, the harder it is for an adversary to adapt. Using that as a critical
thinking point, creating a rule based on a filename would be an exception that could easily
be circumvented, so ensure you're making exceptions that have a high level of specificity,
such as a file hash, code-signing information, or process, network, or registry associations.

The exception framework is a powerful tool in adapting the security solution to your
environment. Many files or events could be considered malicious in some environments
but benign in yours.

The detections engine is a tremendous part of the Elastic Security solution. We discussed
alerts, individual events, organizing, the Resolver interface, creating timelines and cases,
basic alert management, and creating both endpoint and rule exceptions.

Next, we'll be moving onto the Hosts tab to focus on host-specific information.
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Hosts

The Hosts section of the Security solution allows you to get a high-level view of the
endpoints that are reporting into your stack. This can be helpful to get ecosystem-
wide metrics about your environment, such as the number of hosts, operating systems,

authentication statistics, and so on.

Our lab environment will likely be sparsely populated with data because we only have one
host (our victim machine). Looking at a larger analysis environment, we can see how this
view can provide an overview of your hosts:

@ elastic

= s Security | Hosts | All hosts

® Add data

Shovdates

i‘ Overview Detections Hosts Network Timelines Cases Administration

[~ Search KoL [~ Last 90 days

©  +Addfiter

Hosts

Last event: 1 minute ago

Data sources

=3 - 11,966 succe... * 33 fail © 448 source © 1,244 destin...

20210307 20210411 20210516

All hosts Authentications Uncommeon processes Events External alerts

All hosts

Showing: 3 hosts

Lastseen ©

Operating system

Version

Host name
packtpub 59 seconds ago Windows 10 Home 10.0
elastic-packetpub.local Jun 1, 2021 @ 22:47:20.779 CentOS Linux 8

Apr 13,2021 @ 23:03:58.624 Windows 10 Home 100

PACKTPUB

Figure 8.47 — Hosts overview
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When we built our lab in Chapter 4, Building Your Hunting Lab - Part 1, we configured
our victim to use the Elastic Agent, Packetbeat, and Winlogbeat. We can see those data
sources reflected in the Hosts section. If you want to remove specific data sources, you
can do that in DATA SOURCES SELECTION:

& elastic ®

= [B) secuity Hosts Allhosts

i' Overview Detections Hosts Network Timelines Cases Administration @ Add data

B v Search KQL  fF v  Last 90 days Show dates G Refresh

®  +Add filter

Hosts

Last event: 1 minute ago

Data sources v

DATA SOURCES SELECTION

Unique IPs

il © 403 source © 1,201 destin...

Choose the source of the data on this page

logs-* X packetbeat-* X  winlogbeat-* X oV
Reset Save
— — — < s,c-
08 2 —— 3,000 P,

= Fai 150 > Dest. 0 —
20210307 2021.04-11 202 05-16 3000600001000 28210307 20210411 20210518 eSO %00 28210007 20210411 2021.05-16

Allhosts | Authentications | Uncommon processes ~ Events  External alerts

All hosts

Showing: 3 hosts

Host name Lastseen © Operating system Version

packtpub 1 minute ago Windows 10 Home 10.0

Figure 8.48 - DATA SOURCES SELECTION
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Now that we've reviewed the different data source options, we can click on the
Authentications tab to view an overview of the authentication events:

elastic

= . Security ' Hosts = Authentications

.1 Overview Detections Hosts Network Ti Cases A

@® Add data
[®) v Search KQL ~  Last 90 days Show dates C Refre:
®  +Add filter
Hosts

User authentications Unique IPs

3 v 11,887 succ... x 33falil © 403 source © 1,201 destin...

2 —

0s” 3000
s Fail 100 e Dest

0 200 400 600 800 1,000 1,200

Allhosts  Authentications Uncommon processes Events External alerts

Authentications

® success

2000
1,800 ® failure
1,600
1,400
1,200
1,000
800
600
400
20— ._ - . - [ ]

20210307 20210314 20210321 20210328  2021-0404 20210411 20210418  2021-0625 20210502 20210509  2021-05-16 20210523  2021-05:30
Authentications
Showing: 9 users
User Successes  Failures Last success Last successful sou..  Lastsuccessful des... Last failure Last failed source Last failed destination
SYSTEM 10156 5 4 minutes ago — packtpub Apr 12,2021 @ — packtpub

23:23:45.046

packtpub 734 28 35 minutes ago 127.0.0.1 packtpub 32 minutes ago — packtpub

Figure 8.49 — Authentications
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We can see additional information about authentications from our environment.

Just like on the Detections tab, if we want to know more about the failures that I
generated, I can simply click and drag the failures down to the Timeline slide-out at the
bottom of the screen, or click the Timeline button, to investigate more about these events:

Authentications
Showing: 7 users
User Successes Failures Last success. Last successful source Last successful destination

SYSTEM 228 ] 11 minutes ago packtpub
packtpub 16 28 33 minutes ago packtpub
DWM-1 6 AQSEMN@E Jun 1, 2021 @ 22:45:19.019 packtpub
UMFD-0 4 0 Jun 1, 2021 @ 22:45:18.730 packtpub
UMFD-1 4 0 lun 1, 2021 @ 22:45:18.729 packtpub
LOCAL SERVICE 2 0 Jun 1, 2021 @2245:19.119 packtpub

@ e Untitled timeline

Drop anything |  event.type: “authentication_failure" x GUEry

+ Add field

Figure 8.50 — Drag event to timeline

Moving on from Authentications, we can click on the Uncommon processes tab. This
will show us processes that are occurring the least amount of times on the least amount
of hosts. Our lab has just one host, so this will have a lot of processes.

Next, we can click on the Events tab. This will have a tremendous amount of data, from
endpoint events to network events. This can be very valuable, but it should be a place that
we search when we have an idea of what we are looking for. As an example, if we search
for a previously identified suspicious process, we can do that here and greatly narrow
down our aperture:
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= @ Security | Hosts = Events

‘1 Overview Detections Hosts Network Timelines Cases Administration @ Add data

[£) v | process.name:‘tesla.exe” KQL B~ Last 24 hours Show dates

& + Add filter

All hosts Authgntications Uncommon processes Events External alerts

EVe ntS Stackby  eventaction v
8 ® end

o Process terminated
s ® (rule:

n ProcessTerminate)
.

Ever's

Showing: 8 events

=@ T @timestamp & 1 message hest.name event.module event.dataset event.action

> Apr12,2021 @ 21:23:18.730  Process terminated: RuleNa... ' packipub sysmen windows.sysmon_operatio...  Process terminated (rule: ...
] Apr12,2021 @ 21:23:18730  Process terminated: RuleNa...  packipub sysmon — Process terminated (rule:
> & Apr12,2021 @ 21:23:18.720  Endpoint process event packtpub endpoint endpoint.events.process end

£ packtpub |\ PACKTPUB @ packipub terminated process | > teslaexe | (10168) | C\Users\packtpub\Downloadsitesla.exe with exitcode = 1073807364
via parent process || teslaexe | (6172)

# n

Figure 8.51 — Searching for tesla.exe

The External alerts tab will include endpoint alerts that are generated by third parties
that are sending data into the Elastic Stack using ECS. Examples could be osquery
(https://osquery. io), Tanium (https://www.tanium. com), and others. For
our lab environment, we don't have any third-party sources.

Narrowing down the events that are displayed makes this a helpful view; again, as with
all things in the Security solution, we can drag events into the timeline or analyze them
in Resolver.

The Hosts section allows you to focus on just host-specific data. While you can use this
hosts data to identify network events, having a narrow view while analyzing large amounts
of data is helpful to identify abnormal events.

Next, we'll discuss analyzing network-specific events on the Network tab of the Security
solution.


https://osquery.io
https://www.tanium.com
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Network

Clicking on the Network tab will take you to an overview of the network data that is
provided by the endpoints sending data into our Elastic Stack.

Similar to the Hosts section, there are protocol sections to allow you to review the more
common network protocols, such as DNS, HTTP, and TLS. Flows are display data that
doesn't fall into a parsed protocol, but is still recorded by Packetbeat.

Also, like the Hosts tab, you'll notice an External alerts section. This is where third-party
network security solutions would report observations, such as Zeek or Suricata:

@& elastic

@ Security ' Network = Flows

‘1 Overview Detections Hosts N

@ Add data

ation

etwork i

B~ Ssearch

@ -+ Add filter

- Network

Last event: 3 minutes ago

Data sources

Network map

° NORTH
e Pymerica pS
" 9 .' | f
*e
’ .
i1A SOUTH
AMERICA

41,284 10137
3,282 1,188

Flows DNS  HTTP  TLS

External alerts

Cases

Show dates G Refresh

KQL  f§ v Last 24 hours

Map configuration help (4

’ =
(] =
w3 o
)
. )
‘AFRICA
OCEANIA
ice [4, A il e
Unique private IPs
© 5source © 8 destination

Figure 8.52 — Network overview of the Security solution
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In this section, we introduced you to the Network section of the Security solution. Next,
we'll explore Timelines, which is a powerful searching feature from within the Security
solution.

Timelines

In the Detection alerts section earlier in the chapter, we discussed how to add events to
the Timelines section as a query, either from the Alerts window or from the Timelines
section by dragging fields onto the query panel.

There is another section in Timelines, and that is where you can write EQL queries. This
is a huge benefit because the only other places that you can use the powerful EQL queries
are against the Elasticsearch API or correlation detection rules.

Creating a very simple query to correlate events from the endpoint that show the cURL
process starting a malicious destination domain we used in the indicator match rule:

& elastic

= . Security | Timelines

@ e Untitled timeline

Untitled timeline & unsaved ¢ Add to favorites | [ Attach to case

Add a description &

Query Correlation | a Notes Pinned

~  Last 24 hours Show dates (&) | e» Alldatasources v

EQL query

sequence by source.port
[ network where event.type == "start" and process.name == "curl.exe" ]
[ network where destination.domain == “"covidfreecashback.xyz" ]

(C)

Event Query Language (EQL) Overview & 4

=@ @timestamp source.port destination.domain agent.type event.category host.name
{Apr14, 2021 @ 00:36:46.958 | 165016 (3 1 endpoint network acktpub
P @ p packtp
B @ " Apr 14,2021 @ 00:37:23.806 | 65016 [ Xy E:::xz;g(raﬁ\c packtpub
> =] :Apr 14, 2021 @ 00:37:26.054 65017 4 = endpoint : network acktpub
P @ p packtp
. " P :network_traffic
> joalgins iApr14, 2021 @ 00:37:59.670 | 65017 [ : % e, packtpub

Figure 8.53 — Correlating endpoint and Packetbeat data together

The events are color-coded to visually associate them together. The blue endpoint events
go with the blue Packetbeat data, and the same goes for the red events. You can see that

the sequence by syntax for the source.port is reflected in source ports of 65016
and 65017.
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In this section, we covered timelines, which are a powerful tool used to query our security
data using EQL for advanced queries.

Next, we'll discuss the Cases tool, which is used for basic event tracking.

Cases

The Elastic cases feature is used to manage basic workflow and processes for observed
events. This is not a full-blown case management solution; it is basic, with the intention
that third-party connections are used for a proper case-management solution.

Cases can be created from the Alerts section by clicking on the folder icon, from
a timeline, or from the Cases tab:

& elastic

= [B] securty Detections

i' Overview Detections Hosts Network Timeli Cases inistration ML job settings ~ (@ Add data

[®) v Search KQL  [@~  Last 24 hours Show dates C Refresh

&  +Add filter

Detection alerts

Last alert: 12 minutes ago

£} Manage detection rules

Trend

Showing: 2 alerts

Stackby  signal.rule.name ~

Malicious Indicator
Match Rule

0413.01:00 0413 04:00 04-1307.00 04131000 04-1313:00 0413 16:00 041319:00 04-1322:00 04.14.01:00

@ Open Inprogress Closed

Showr Oalerts Takeaction v [3 Select all 2 alerts Additional fiters.
- Add to case :
= @timestamp - 1 Rule Severity event.category host.name

e T Apr 14,2021 @ 00:50:49.375 £ Maliclous Indicator Match Rule - critical fie kit i packtpub
L network

o i network_traffic
> & [0 eee Apr 14,2021 @ 00:50:48.375 | Malicious Indicator Match Rule critical L packtpub
networl

Figure 8.54 — Create cases from the Alerts page
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Cases can also have templates added to them that aid in the investigation of events:

= . Security | Cases

‘1 Overview Detections Hosts Network Timelines Cases Administration @ Add data

¢ Back to cases

Create new case

o Case fields

Name

Tesla Agent Match

Tags Opticnal
tesla x ~

Type one or more custom identifying tags for this case. Press enter after each tag te begin a new one.

Deseriptian
B I S E D e Bl & @ Preview

Alert generated by Tesla Agent|

° Case settings

Sync alert status with case status

o

Enabling this option will sync the status of alerts in this case with the case status.

o External Connector Fields

External Incident Management System

& No connector selected ~

* Cancel ) Create case

Figure 8.55 — Cases with timeline icon
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Clicking on the timeline icon will open a window that will allow you to select any available
timeline:

Q) e.g. Timeline name or descri ~ Only favorites

Tesla Agent Timeline
Possible Tesla Agent events observed.

/

b

Figure 8.56 — Adding a timeline to a case

We can add the timeline we created for the previously observed Agent Tesla infection.
This adds the timeline as a Markdown hyperlink.

Once the case is created, we can make basic annotations and notes during our
investigation. All of the comments render Markdown. Once you've completed your
investigation, you can close the case from here:
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@ elastic

= fn} Security  Cases = Tesla Agent Match

l-' Overview Detections Hosts Network Timelines Cases Administration

@ Add data
¢ Back to cases
tatu in nc al
Status Casein progress Sync alerts @ & Refresh case .
Tesla Agent Match ¢ Ipgress | 1second ago a
e elastic added description 1 minute ago 2 Reporter
Alert generated by Tesla Agent. @ | elastic
Tesla Agent Timeline
Participants
D €) elastic marked case as | Inprogress 41seconds ago ¢ :
e | elastic
e elastic 1second ago @ o
Tags &
Began my investigation by reviewing the Timeline and additional research into the intrusion.
tesla
c B I =@ &b ¢ 0OF

. External Incident Management
Preview Vi
System

No connector selected

4

@® Add comment

[e Close case £y Push as external incident

Figure 8.57 — Responding to an event using a case

Using cases, we can manage basic responses to identified events from within the Security
solution.

Next, we'll review the Administration section of the Security solution.
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Administration

The Administration tab allows us to review the status of all of the endpoints that are
reporting to our Elastic Stack.

Additionally, we can add trusted applications that we don't want to generate alerts from.
Great examples could be legacy anti-virus, asset management tools, or vulnerability
scanners:

= [D‘ Security  Administration = Trusted applications

.1 Overview Detections Hosts Network Timelines Cases Ad

29 Add trusted application

Tru Sted Ap pl ication S Add a trusted application to improve performance or alleviate conflicts with other applications running on

your hasts. Trusted applications will be applied to hosts running Endpoint Security.

Add a trusted application to improve perfarmance or alleviate conflicts with other applications running on you
Name your trusted application

Endpaints Trusted applications Vulnerability Scanner

Select operating system

Windows ~

Field Operator Value

Add your first tr Hash Vs 3395856e817207382de672602798t

There are currently no trusted =

D iptis
Add Truste|  oooeeen

Locally created vulnerability scanner.

Cancel Add trusted application

-

Figure 8.58 — Adding trusted applications

We can name the application, select the appropriate operating system, and define a path,
filename, or hash value. We can select multiple fields, so if there is a file that is trusted but
could also be abused, we could define the name, hash, and location:
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= :D] Security ~ Administration = Trusted applications

‘1 Overview Detections Hosts Network Timeli Cases Administration @ Add data

pp @ Add Trusted Application
Add a trusted application to improve performance or alleviate conflicts with other applications running on your hosts. Trusted applications will be applied to hosts running

Endpoint Security.

Endpoints Trusted applications

List view

1 trusted application 888 Grid view

Name Vulnerability Scanner Field Operator Value

oS plcvs Hash is 3395856068112b7382dee72602798b642F14140

Date Created Apr 14, 2021 @ 01:17:41.699

Created By elastic

Description Locally created ]
vulnerability scanner. Remove

Rows per page: 10 ~ 1

Figure 8.59 — Adding trusted applications

We can monitor all of our trusted applications and see some information about them.

In this section, we discussed the administration of the Elastic Security solution,
specifically the endpoints and the trusted applications.

Ssummary

In this chapter, we thoroughly explored the Elastic Security app. We dug into each of the
app sections and explored the detection engine. From the detection engine, we created five
different types of rules and generated sample data for analysis. We also explored specific
host and network sections that display security-related information. We created timelines
for events using EQL. We used cases to track events in combination with timelines.
Finally, we explored the administration of the Security solution, looking at adding trusted
applications.

The skills you gained in this chapter will allow you to identify malicious events, correlate
endpoint and network data together, and begin the analysis process.

In the next chapter, we'll spend even more time in the Security solution, specifically
leveraging timelines to further investigate the Tesla Agent event we observed in this
chapter.
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Questions

As we conclude, here is a list of questions for you to test your knowledge regarding this
chapter's material. You will find the answers in the Assessments section of the Appendix:

1.

External host alerts can be collected from where?

a. Osquery

b. Zeek

c. Suricata

d. Filebeat

External network alerts can be collected from where?
a. Osquery

b. Zeek

¢. Tanium

d. Filebeat

Indicator match rules can be fed from what module?
a. Filebeat System Module

b. Packetbeat

c. Auditbeat

d. Filebeat Threat Intel Module

Which of the following query languages can timelines use for correlations?
a. KQL

b. SQL

c. EQL

d. Lucene

What is the name of the tool that allows you to visually explore alerts?
a. Resolver

b. Hosts

c. Network

d. Timelines
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Further reading

To learn more about the topics in this chapter, see the following:

Elastic detection rules: https://github.com/elastic/detection-rules

Building block rules: https://www.elastic.co/guide/en/
security/7.12/building-block-rule.html

Tesla Agent: https://malpedia.caad.fkie.fraunhofer.de/details/
win.agent tesla

Schtasks.exe: https://docs.microsoft.com/en-us/windows/
win32/taskschd/schtasks

attrib: https://docs.microsoft.com/en-us/windows-server/
administration/windows-commands/attrib


https://github.com/elastic/detection-rules
https://www.elastic.co/guide/en/security/7.12/building-block-rule.html
https://www.elastic.co/guide/en/security/7.12/building-block-rule.html
https://malpedia.caad.fkie.fraunhofer.de/details/win.agent_tesla
https://malpedia.caad.fkie.fraunhofer.de/details/win.agent_tesla
https://docs.microsoft.com/en-us/windows/win32/taskschd/schtasks
https://docs.microsoft.com/en-us/windows/win32/taskschd/schtasks
https://docs.microsoft.com/en-us/windows-server/administration/windows-commands/attrib
https://docs.microsoft.com/en-us/windows-server/administration/windows-commands/attrib
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