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Topics

 The framework for managing the network

 Common causes of performance problems

 What three things can you do to improve 
performance?
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Have you heard the dreaded “the 
network is slow” complaint in the last 
30 days? 

1. Yes

2.  No

3. 30 days…? Try 30 
minutes!
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Think of Your 
Network as a Bi-
directional Traffic 
Map

- Build a managed 
network
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Common Causes of Performance Problems

 Default configurations (Windows)

 Single points of congestion (bottleneck)

 Poorly written applications (repetitive dumb 
queries)

 High latency (delays along the path)

 Transmission/configuration faults 
(retransmissions)

 Chatty applications (Peer-to-peer)

 High-bandwidth applications (streaming video)

 High priority applications (VoIP)

 Security (payload inspection)

 Users! (We’ll talk later…)
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Default Configurations
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Single 
Points of 
Congestion

........ ........
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Calculating Maximum Throughput

Let’s start with a 100 Mbps link.

1. Convert data rate down to bits

100 Mbps = 100,000,000 bits per second

2. Convert data rate over to bytes

 100,000,000/8 = 12,500,000 bytes per second

Here’s your maximum 
throughput value
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Which is an acceptable round trip latency 
time for traffic that crosses one 100 Mbps 
network?

1. 46 milliseconds

2. 46 microseconds

3. 246 milliseconds

4. 246 microseconds

5. Hunh?  I don’t know

33% 33% 33%

0% 0%
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Calculating One-Way Latency Values

1. Ethernet 1518 + 20 bytes (8 byte preamble 
and 12 byte Interpacket gap time) = 1538

2. Now – what can the network hold in 100 
Mbits/second – 100?  12,500,000 
bytes/second

3. Divide your packet size by the bytes/second 
rate.
1538/12,500,000= .00012304 or 123 
microseconds
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Poorly Written Applications

90-byte packets; duplicate requests =
lousy throughput
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High Latency Causing Retransmissions



Hosted by

Transmission/Configuration Faults
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Chatty Applications
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High-Bandwidth Applications

  Video

  Audio

  Games

  P2P
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Security

Deep-Packet Inspection

KaZaA

msblast

GNUTELLA
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How have your users affected 
network performance?
1. Loading their own lousy 

applications on the network

2. They browse the Internet and 
download (or attempt to 
download) large files all day

3. They launch their own little 
servers and cause network 
havoc

4. They do other bad stuff to my 
network

0%

33% 33% 33%

1 2 3 4
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What Can You Do to Optimize 
Performance?

Learn

Fix

Enhance
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What Can You Do to Optimize?

#1: Learn

Put an analyzer on the cable

Learn what the latency times should 
be

Learn where the bottlenecks are

Learn what’s traveling over the wire

Understand normal and enhanced 
TCP/IP communications
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What Can You Do to Optimize?

#2: Fix

Remove network faults – They 
induce delays

Remove bottlenecks through 
redistribution, prioritization or 
removal of applications

Remove unnecessary traffic
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What Can You Do to Optimize?

#3: Enhance

 Remove any hubs left in the organization

 Consider prioritizing traffic (queuing) on 
internal links

 Consider VLANs for group 

 Consider caching servers

 On long fat networks, consider enhancing 
TCP’s buffer size

 Consider packet shaping on WAN links


